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CHAPTER 1

Introdu
tion

Artin L-series were introdu
ed by Artin in his arti
les "

�

Uber eine neue

Art von L-Reihen" (1923) and "Zur Theorie der L-Reihen mit allge-

meinen Gruppen
harakteren" (1930) [3℄. In the proof of his "re
i-

pro
ity law" Artin showed that in the 
ase of an Abelian extension of

number �elds Artin L-fun
tions are just He
ke L-fun
tions. Therefore

the theory of those fun
tions did dire
tly apply to Abelian Artin L-

series. For example we know that He
ke L-fun
tions with non-trivial


hara
ter are entire fun
tions. Artin's 
onje
ture states the same for

general Artin L-fun
tions with non-trivial 
hara
ter. Sin
e Brauer [5℄

it is known, that these fun
tions have a meromorphi
 
ontinuation to

C and a fun
tional equation like He
ke L-fun
tions. However it is un-

known if they have poles in the 
riti
al strip 0 < Re(s) < 1. Artin's


onje
ture on the holomorphy of the Artin L-fun
tions has inspired

a lot of development in number theory [21℄, namely for example the

Langlands' program to �nd a general re
ipro
ity law for non-Abelian

extensions of number �elds. For the analogue of those Artin L-fun
tions

in the 
ase of fun
tion �elds Artin's 
onje
ture is known to be true and

this fa
t played a prominent role in Laurent La�orgue's proof of the

Langlands 
orresponden
e for fun
tion �elds [17℄.

We report on the fundamentals of Artin L-series in the next 
hapter.

The study of the distribution of non-zero values of Riemann's Zeta-

fun
tion starts with Harald Bohr's [4℄ work. He investigated the value

distribution of the Zeta-fun
tion for Re(s) > 1. An exposition on this

subje
t 
an be found in Tit
hmarsh's "The Theory of the Riemann

Zeta-Fun
tion" [30℄. The work of Voronin [14℄ extends this investiga-

tion to the investigation of the distribution of non-zero values in the

strip 1=2 < Re(s) < 1. He gets a quite new type of theorems, whi
h

are 
alled "Universality" theorems in the literature. Generalizations of

these theorems to other Diri
hlet series exist, for example to Dedekind

Zeta-fun
tions [26℄ and to the Ler
h Zeta-fun
tion [10℄. Further gener-

alizations are 
on
erned with the joint distribution of non-zero values
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of Diri
hlet L-fun
tions ([14℄, [11℄) and with the joint distribution of

non-zero values of Ler
h Zeta-fun
tions [18℄.

Our approa
h generalizes the theorem on the joint distribution of non-

zero values of Diri
hlet L-series [14℄ to Artin L-series of an arbitrary

normal extension K=Q . It is un
onditional, i.e. we do not presup-

pose Artin's 
onje
ture to be true. It is more than a theorem on the

joint distribution of non-zero values, sin
e it states that we may ap-

proa
h jointly n arbitrary non-zero holomorphi
 fun
tions by n Artin

L-fun
tions (Theorem 5.1).

To prove this result we need a mean value theorem. This theorem

(Theorem 4.1) does not apply to Artin L-fun
tions, sin
e we do not

know if they are holomorphi
 in the 
riti
al strip. However it is valid for

He
ke L-fun
tions and Dedekind Zeta-fun
tions (Remark 4.1), be
ause

they only possess a limited number of poles. The method we use for

this purpose is known as Carlson's method [30℄, and was applied to

the k-th power moment of the Riemann Zeta-fun
tion.

A theorem of Davenport and Heilbronn [8℄ states that Hurwitz Zeta-

fun
tions and Zeta-fun
tions atta
hed to positive de�nite quadrati


forms of dis
riminant d, su
h that the 
lass number h(d) is greater

than 1, have zeros with Re(s) > 1. It was proved by Voronin [14℄, that

those fun
tions do have zeros in the strip 1=2 < Re(s) < 1. We prove

(Theorem 6.4) that this is true for every partial zeta-fun
tion atta
hed

to a 
lass of a ray 
lass group of any algebrai
 number �eld, provided

that this group has 
ardinality greater than 1. This espe
ially applies

to the 
lass group of a number �eld with 
lass number greater than

1. The zeta-fun
tions of every 
lass of the 
lass group of a number

�eld have a fun
tional equation like the Riemann Zeta-fun
tion [16,

p.254℄, and therefore we have found other fun
tions for whi
h "the

analogue of the Riemann hypothesis is false" [30, p.282℄. If we take

the generalized Riemann hypothesis for granted, then the sum of all

these partial zeta-fun
tions should have no zeros in the strip 1=2 <

Re(s) < 1, although ea
h of its summands has in�nitely many zeros.

Thus these zeros must be at di�erent pla
es. We re
all, that these

zeta-fun
tions play a prominent role in 
lass �eld theory (Hasse [13℄,

Stark [28℄).

It is known, that the Dedekind Zeta-fun
tions of di�erent normal ex-

tensions di�er. We show to whi
h extend Zeta-fun
tions of di�erent

normal extensions are really di�erent (Theorem 6.6). The theorems in

the last 
hapter are appli
ations of Theorem 5.1 on Artin L-fun
tions.
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1. Notations

We use the big O-notation (Landau symbol) in the following way:

By f(t) = O(g(t)) we mean that f is a fun
tion with the property

jf(t)j � Cg(t) for all t. The 
onstant C depends only on f and g. By

f(t) = O

a

(g(t)) we emphasize, that C > 0 depends on a. The notation

vol(M) for some set M � R

n

denotes the Lesbegue-measure of this

set, whi
h has volume 1 on the unit 
ube. �(s) is the Gamma fun
tion

[2℄. The Greek letters � and 
 are also used for 
urves in the 
omplex

plane or in R

n

. Re(z) and Im(z) are the real part and the 
omplex

part of z 2 C .

If � 2 R is a real number, then f�g := �� [�℄. [�℄ denotes the largest

integer n 2 Z with n � �. g
d(a; b) is the greatest 
ommon divisor of

integers in Z or of ideals, if de�ned. For a �nite set M we denote by

#M its 
ardinality. Algebrai
 number �elds [20℄ are denoted by small

or big Latin letters k;K; L. The Galois group of a normal extension

K=k is denoted by G(K=k). For a �nite algebrai
 extension K=k we

denote by [K : k℄ its relative degree. The tra
e of an algebrai
 number

� is denoted by Tra
e(�), its norm by N(�) or N

K=k

(�), if relative

to the sub�eld k. O

k

denotes the ring of integers of the number �eld

k. Ideals are denoted by a or b. Those letters may also denote the

modulus of a 
lass group in the sense of 
lass �eld theory [13℄. The

norm of an ideal a is denoted by N(a). P is the set of all rational

primes. P

k

is the set of prime ideals of O

k

. The exponent k of the

exa
t power p

k

dividing a rational integer d, i.e. g
d(p

k+1

; d) = p

k

, will

be denoted by v

p

(d), i.e. v

p

(d) := k. 1 denotes also the neutral element

of a group. It may as well be used for the identity element of a Galois

group G and for the 
hara
ter � : G ! C with �(g) = 1 2 C for all

g 2 G. The group of 
hara
ters of an Abelian group G is denoted by

G

�

.

GL

k

(C ) is the group of all k�k-matri
es, whi
h have an inverse. For a

matrix A we denote by Tr(A) or Tra
e(A) its tra
e and by det(A) its

determinant. The restri
tion of a map f :M ! T to a subset U � M

will be denoted by f

jU

, i.e. f

jU

: U ! T .
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CHAPTER 2

Fundamentals

1. Linear Representation of Finite Groups and Artin

L-Series

By a 
lass fun
tion on a �nite group G we mean a fun
tion f : G 7! C

su
h that f(�g�

�1

) = f(g) for all �; g 2 G. In other words: The value

of a 
lass fun
tion depends only on the 
onjuga
y 
lasses of the group.

Definition 1. Let G be a �nite group, � : G 7! GL

k

(C ) a group

homomorphism. � is 
alled a representation of G. Then � : G 7�! C

with �(g) := Tra
e(�(g)) is 
alled a 
hara
ter of G. The degree of this


hara
ter is k.

Obviously every 
hara
ter is a 
lass fun
tion and the degree of a 
har-

a
ter is equal to �(1).

We 
all this kind of 
hara
ters also a non-Abelian 
hara
ter if we

want to distinguish them from the usual Abelian 
hara
ters of Abelian

groups.

Definition 2. An irredu
ible representation of the group G is a group

homomorphism � : G �! GL

k

(C ) that 
an not be de
omposed into

the dire
t sum of two representations. An irredu
ible 
hara
ter is the


hara
ter of an irredu
ible representation.

Theorem 2.1. [27, p.18℄ The irredu
ible 
hara
ters of a �nite group

G form an orthonormal basis of the ve
tor spa
e of 
lass fun
tions on

G with respe
t to the s
alar produ
t

�

�;  

�

:=

1

#G

P

g2G

�(g) (g). The

dimension of the ve
tor spa
e of 
lass fun
tions is equal to the number

of 
onjuga
y 
lasses of G.

Every 
hara
ter on a group G is the sum of (not ne
essarily di�erent)

irredu
ible 
hara
ters of this group.
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Definition 3 (indu
ed 
hara
ter).

Let U be a subgroup of the �nite group G and � a 
hara
ter of U . Then

for every g 2 G we have the indu
ed 
hara
ter of � de�ned by

�

�

(g) :=

1

#U

X

v2G

�(vgv

�1

)

where �(a) := 0 if a 62 U .

An indu
ed 
hara
ter is a 
hara
ter in the sense of the above de�nition

of 
hara
ters.

Theorem 2.2 (Frobenius re
ipro
ity). [27, p.86℄ Let U be a subgroup

of G. If  is a 
lass fun
tion on U and � a 
lass fun
tion on G, we

have (with the s
alar produ
t above)

�

 ; �

jU

�

U

=

�

 

�

; �

�

G

:

Theorem 2.3 (Brauer). [23, p.544℄ Every 
hara
ter on a �nite group

G is a �nite linear 
ombination � =

P

l

n

l

'

�

l

�

P

l

m

l

 

�

l

, where '

�

l

and

 

�

l

are indu
ed from 
hara
ters '

l

;  

l

of degree 1 of subgroups of G and

n

l

; m

l

2 Z

�0

.

Let K be a normal extension of k with Galois group G(K=k). Denote

by I

P

the inertia group and by D

P

the de
omposition group of the

Galois group G(K=k) 
orresponding to the prime ideal P with p � P,

prime ideal p � O

k

and P j pO

K

([12, p.33℄ and [20, p.98℄).

If I

P

= f1g, the Frobenius-Automorphism � := (P; K=k) 2 D

P

is

de�ned by [20, p.108℄

�� � �

N(p)

mod P

for any � 2 O

K

and p � P. If we ex
hange the prime ideal P by

the prime ideal P

0

with p � P

0

, then the 
orresponding Frobenius-

Automorphisms (P; K=k) and (P

0

; K=k) are 
onjugate.

Let � be any �nite linear representation of G(K=k). Denote the 
har-

a
ter of � by �. Set L

p

(s; �;K=k) := det

�

E �N(p)

�s

�((P; K=k))

�

�1

,

where E is the unit matrix. Obviously this de�nition is independent

of the 
hoi
e of the prime ideal P with p � P. Also it is 
lear that

this de�nition depends only on � and not on the spe
i�
 representation

� with �(�) = Tr(�(�)), sin
e the value of a determinant is invariant

under 
onjugation.
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If I

P

6= f1g, then set V

I

P

:= fx 2 C

k

j 8

�2I

P

: �(�)(x) = xg. Then

repla
e E � N(p)

�s

�((P; K=k)) in the de�nition of L

p

(s; �;K=k) by

the restri
tion E �N(p)

�s

�((P; K=k)) j

V

I

P

to the subspa
e V

I

P

.

We may write �

p

instead of (P; K=k), sin
e 
lass fun
tions and

L

p

(s; �;K=k) only depend on the 
onjuga
y 
lasses of a given group

element. We write L

p

(s; �) for L

p

(s; �;K=Q).

Definition 4 (Artin L-Series). [23, p.540℄ The Artin L-series of a


hara
ter � on the group G(K=k) is de�ned by

L(s; �;K=k) :=

Y

p2P

k

L

p

(s; �;K=k) for all s 2 C with Re(s) > 1:

The fun
tion L(s; �;K=k) has a meromorphi
 
ontinuation to C .

In [3, p.169℄ Artin de�nes the Artin L-series by its logarithm:

logL(s; �;K=k) =

X

p

h

�(p

h

)

hN(p)

hs

for Re(s) > 1:

We do not des
ribe the details of this de�nition. However we remark

that the Diri
hlet-
oeÆ
ients

�(p)

h

of this Diri
hlet series logL(s; �;K=k)

are dominated by the Diri
hlet-
oeÆ
ients of �(1) logL(s; 1; K=k). A
-


ording to the next theorem L(s; 1; K=k) is identi
al with the Dedekind

Zeta-fun
tion.

We write L(s; �) for L(s; �;K=Q). An Artin L-series L(s; �;K=k) is


alled primitive if � is an irredu
ible 
hara
ter of the Galois group of

K=k.

Artin's 
onje
ture says, that L(s; �;K=k) is an entire fun
tion for all

irredu
ible 
hara
ters � 6= 1 [23, p.547℄. However it is unproven until

now. Therefore we do not know if Artin L-Series are entire or if they

have poles in the 
riti
al strip 0 < Re(s) < 1.
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Theorem 2.4. [23, p.544℄

1. L(s; 1; K=k) = �

k

(s).

2. If k � K � L are Galois extensions of k, and � is a 
hara
ter

of G(K=k), whi
h may be viewed as a 
hara
ter of G(L=k) by

applying the restri
tion map, then

L(s; �;K=k) = L(s; �; L=k).

3. Let L=k be a Galois extension and K any sub�eld with

k � K � L. Then for a 
hara
ter � of G(L=K) we have

L(s; �; L=K) = L(s; �

�

; L=k).

4. L(s; � +  ;K=k) = L(s; �;K=k)L(s;  ;K=k).

Remark 2.1. All the proofs in the last Theorem are done for the Euler-

fa
tors L

p

(s; �;K=k). So these statements hold "lo
ally":

1. L

p

(s; 1; K=k) =

�

1�N(p)

�s

�

�1

.

2. L

p

(s; �;K=k) = L

p

(s; �; L=k).

3.

Q

pjqO

K

L

p

(s; �; L=K) = L

q

(s; �

�

; L=k).

4. L

p

(s; �+  ;K=k) = L

p

(s; �;K=k)L

p

(s;  ;K=k).

Corollary 2.1. [23, p.547℄

If k � K is a �nite Galois extension with Galois group G := G(K=k),

then

�

K

(s) = �

k

(s)

Y

� 6=1

L(s; �;K=k)

�(1)

:

Denote the 
onjuga
y 
lasses of the Galois groupG(K=Q) by C

1

; : : : ; C

N

.

Then

Theorem 2.5 (Artin). [3, p.122℄ Denote by �(C

j

; x) the number of

rational primes p � x with �

p

2 C

j

. Then

�(x; C

j

) =

h

j

k

x

Z

2

dt

log t

+O(xe

�a log

1=2

x

)

where a is some positive 
onstant, k := #G and h

j

:= #C

j

.

For a more e�e
tive and also un
onditional version, see the arti
le of

Lagarias and Odlyzko [15℄.
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2. Theorems from Complex Analysis and Hilbert Spa
e

Theory

A series a

n

; n 2 N of real numbers is 
alled 
onditionally 
onvergent,

if

P

n2N

ja

n

j is unbounded and

P

n2N

a

n


onverges for an appropriate re-

arrangement of the terms a

n

. The following Theorem generalizes Rie-

mann's Rearrangement Theorem, whi
h states that a series of real num-

bers is 
onditionally 
onvergent if and only if it 
an be rearranged su
h

that its sum 
onverges to an arbitrary preassigned real number.

Theorem 2.6. [14, p.352℄ Suppose that a series of ve
tors

1

P

n=1

u

n

in a

real Hilbert spa
e H satis�es

1

P

n=1

ku

n

k

2

<1 and for every e 2 H with

e 6= 0 the series

1

P

n=1

hu

n

; ei 
onverges 
onditionally. Then for any v 2 H

there is a permutation � of N su
h that

1

P

n=1

u

�(n)

= v in the norm of

H.

Theorem 2.7 (Paley-Wiener). [24, p.13℄ Let F be an entire fun
tion.

Then the following statements are equivalent:

(1)

Z

1

�1

jF (x)j

2

dx <1 and lim sup

z2C

jF (z)e

�(�+�)jzj

j <1

for every � > 0

(2) there is a fun
tion f 2 L

2

(��; �) su
h that

F (z) =

1

p

2�

Z

�

��

f(u)e

iuz

du

This theorem has the following 
onsequen
e.

Corollary 2.2. Suppose that an entire fun
tion g 6� 0 has a series

expansion g(z) =

1

P

n=0

a

n

n!

z

n

and the sequen
e fja

n

jg

n2N

is bounded. Then

for every 
 > 1 there is an unbounded sequen
e fu

k

g

k2N

of positive real

numbers su
h that jg(u

k

)j > exp(�
u

k

).

In other words: The fun
tion g(z) is not only bounded by exp(
z) from

above but also in a 
ertain sense from below.

Proof: Suppose the 
onverse. Then we have jg(u)j < A exp(�
u) for

some A > 0 and all positive real u. Then

11



jg(u) exp((1 + Æ)u)j < A exp(�Æu) for Æ := (
 � 1)=2. Due to the


onditions on the 
oeÆ
ients a

n

we have jg(�u)j < B exp(u) for some

B > 0 and positive real u. Therefore again

jg(�u) exp(�(1 + Æ)u)j < B exp(�Æu) and for the maximum C of A

and B it follows jg(u) exp((1 + Æ)u)j < C exp(�Æjuj) for all u 2 R.

Set F (z) := g(z) exp((1 + Æ)z). Then lim sup

z2C

jF (z)e

�(2+Æ+�)jzj

j <1

for every � > 0. We have jF (u)j

2

< C

2

exp(�2Æjuj). Therefore 
ondi-

tion (1) of the pre
eeding Theorem is satis�ed. Then we have a fun
-

tion f 2 L

2

(�(Æ + 2); Æ + 2) su
h that F (z) =

1

p

2�

R

1

�1

f(u)e

iuz

du.

A

ording to Plan
herel's Theorem [24, p.2℄ we �nd that f(x) =

1

p

2�

1

R

�1

F (u)e

�iux

du almost everywhere in R. Sin
e jF (u)j < C exp(�Æjuj),

the fun
tion de�ned by the integral is analyti
 in a strip near the real

line. However the support of f(x) lies inside a 
ompa
t interval. There-

fore the analyti
 fun
tion de�ned by

1

p

2�

1

R

�1

F (u)e

�iux

du is zero outside

of this interval for real x. Therefore it must be zero everywhere, whi
h

is a 
ontradi
tion to g 6� 0. 2

Theorem 2.8 (Markov). [1, p.314℄ Let P be a polynomial of degree

� n with real 
oeÆ
ients. Then max

jxj�1

jP

0

(x)j � n

2

max

jxj�1

jP (x)j:

Theorem 2.9. [30, p.303℄ Suppose that f(z) is holomorphi
 on

jz � z

0

j � R. Then for jz � z

0

j � R

0

< R

jf(z)j

2

�

R

jz�z

0

j�R

jf(x+ iy)j

2

dxdy

�(R� R

0

)

2

:

As an obvious 
onsequen
e we get:

Corollary 2.3. Suppose that f

1

; : : : ; f

N

are fun
tions 
ontinuous on

jz� z

0

j � R and holomorphi
 for all z with jz� z

0

j < R. Suppose that

for a sequen
e of holomorphi
 fun
tions f�

l;n

g

n2N

for 1 � l � N

lim

n!1

Z

jz�z

0

j�R

N

X

l=1

j�

l;n

(z)� f

l

(z)j

2

dxdy = 0:

Then for every � > 0 there is a number n

0

2 N su
h that for a �xed

R

0

< R and all n � n

0

; jz � z

0

j � R

0

and all 1 � l � N

jf

l

(z)� �

l;n

(z)j < �:

12



Definition 5 (Hardy-spa
e). The ve
tor spa
e H

2

of fun
tions f(s),

whi
h are analyti
 on the dis
 jsj < R and with

lim

r!R

Z

jzj�r

jf(z)j

2

dxdy <1

is a real Hilbert spa
e with norm

kfk

2

:=

�

lim

r!R

Z

jzj�r

jf(z)j

2

dxdy

�

1=2

and s
alar produ
t

hf; gi := lim

r!R

Re

Z

jzj�r

f(z)g(z)dxdy:

The general theory of su
h Hilbert spa
es is developed in [9, p.257℄.

It is well known, that every fun
tion f analyti
 on jsj < R has an


onvergent Taylor series f(z) =

1

P

n=0

a

n

z

n

. This series is absolutely


onvergent and lim sup

n�0

ja

n

j

1=n

� 1=R. Likewise for jzj = r < R we have

1

P

n;m=0

ja

n

b

m

z

n

z

m

j =

1

P

n;m=0

ja

n

jjb

m

jr

n+m

=

1

P

n=0

ja

n

jr

n

1

P

m=0

jb

m

jr

m

< 1 for

every two fun
tions analyti
 on jzj < R. Therefore

Z

jzj�r

f(z)g(z)dxdy =

1

X

n;m=0

a

n

b

m

Z

jzj�r

z

n

z

m

dxdy

=

1

X

n;m=0

a

n

b

m

2�

Z

0

r

Z

0

�

n+m+1

e

i(n�m)'

d�d' = �

1

X

n=0

a

n

b

n

r

2(n+1)

(n+ 1)

:

Therefore our spa
e 
onsists just of those fun
tions with

1

X

n=0

ja

n

j

2

R

2n

(n+ 1)

<1

and has the s
alar produ
t

hf; gi = �R

2

1

X

n=0

Re(a

n

b

n

)

R

2n

(n+ 1)

:

13



Theorem 2.10 (Rou
h�e). [2℄ Let the 
urve 
 be homologous to zero in

a domain 
 and su
h that n(
; z) is either 0 or 1 for any point z 2 


not on 
. Suppose that f(z) and g(z) are analyti
 in 
 and satisfy the

inequality jf(z) � g(z)j < jf(z)j on 
. Then f(z) and g(z) have the

same number of zeros en
losed by 
.

We have n(
; z) :=

1

2�i

R




1

��z

d�.

Theorem 2.11. [29, p.304.(9.51)℄ Suppose that f(s) is regular and for

some A > 0 and all � := Re(s) � � we have jf(s)j = O

�

jIm(s)j

A

�

,

whereas � 2 R is �xed. Suppose that for � > �

0

with some �

0

2 R

1

X

n=1

ja

n

j

n

�

<1 and f(s) =

1

X

n=1

a

n

n

s

:

If for � > �

1

2T

T

Z

�T

jf(� + it)j

2

dt

is bounded for T �!1, then for � > �

lim

T�!1

1

2T

T

Z

�T

jf(� + it)j

2

dt =

1

X

n=1

ja

n

j

2

n

2�

uniformly in every strip � < �

1

� � � �

2

.

Lemma 2.1. [30, p.151℄ Let f(s) =

1

P

n=1

a

n

n

�s

be absolutely 
onvergent

for Re(s) > 1. Then

1

X

n=1

a

n

n

s

e

Æn

=

1

2�i


+i1

Z


�i1

�(w � s)f(w)Æ

s�w

dw

for Æ > 0; 
 > 1; 
 > Re(s).

Lemma 2.2. [30, p.140℄ Æ > 0 and 1=2 < � < 1. Then

X

0<m<n<1

e

�(m+n)Æ

m

�

n

�

log(n=m)

= O

�

Æ

2��2

log

1

Æ

�

:
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Theorem 2.12 (Phragmen-Lindel�of). [16, p.262℄ Let f(s) be holomor-

phi
 in the upper part of the strip: a � � � b, and t � t

1

> 0. Assume

that f(s) is O(e

t

�

) with 1 � �, and t ! 1 in this strip, and f(s) is

O(t

M

) for some real number M � 0, on the sides of the strip, namely

� = a and � = b. Then f(s) is O(t

M

) in the strip. In parti
ular, if f

is bounded on the sides, then f is bounded on the strip.

We state a 
onsequen
e of Cau
hy's integral formula.

Theorem 2.13. [2, p.122℄ For any analyti
 fun
tion we have

jf

(n)

(0)j �

n!

r

n

max

jzj=r

jf(z)j

if f is 
ontinuous on jzj � r and analyti
 in the dis
 jzj < r.

3. Theorems from Number Theory

Let x 2 R

N

; 
 � R

N

. The notation x 2 
 mod Z means that there

is a ve
tor y 2 Z

N

su
h that x � y 2 
. Fix a real number �

0

2 R

and � > 0. We use the notation j�

0

� � mod Zj < � to denote those

numbers � 2 R whi
h have a representative number �

0

2 R su
h that

j�

0

� �

0

j < � and � � �

0

2 Z.

Theorem 2.14. [30, p.301℄,[14℄ Let �

1

; : : : ; �

N

be real numbers whi
h

are Q -linear independent, and let 
 be a subregion of the unit 
ube of

R

N

with Jordan volume �. Denote by I




(T ) the measure of the set

ft j t 2 (0; T ) and (�

1

t; : : : ; �

N

t) 2 
 mod Zg. Then

lim

T�!1

I




(T )

T

= �

A 
urve 
 : R �! R

N

is said to be uniformly distributed mod Z if for

every parallelepiped � =

N

Q

j=1

[a

j

; b

j

℄ with a

j

; b

j

2 [0; 1℄ for 1 � j � N

lim

T!1

volft j t 2 (0; T ); 
(t) 2 � mod Zg

T

=

N

Y

j=1

(b

j

� a

j

)

A

ording to the pre
eeding Theorem 2.14 the 
urve 
(t) := (�

1

t; : : : ; �

N

t)

is uniformly distributed.

15



Theorem 2.15. [14, p.362℄ Suppose that the 
urve 
(t) =

�




1

(t); : : : ; 


N

(t)

�

is uniformly distributed mod Z and 
ontinuous as a fun
tion R

>0

!

R

N

. Let the fun
tion F be Riemann integrable on the unit 
ube in R

N

.

Then

lim

T!1

1

T

T

Z

0

F (f


1

(t)g; : : : ; f


N

(t)g)dt =

1

Z

0

� � �

1

Z

0

F (x

1

; : : : ; x

N

)dx

1

� � �dx

N

:

Theorem 2.16. [14, p.362℄ Suppose that D is a Jordan measurable

and 
losed subregion of the unite 
ube in R

N

. 
 is a 
ontinuous and

uniformly distributed mod Z 
urve. 
 is a family of 
omplex-valued

fun
tions, whi
h are uniformly bounded and equi
ontinuous on D.

Then the following relation holds uniformly with respe
t to F 2 
:

lim

T!1

1

T

Z

(0;T )\A

D

F (f


1

(t)g; : : : ; f


N

(t)g)dt =

Z

D

F (x

1

; : : : ; x

N

)dx

1

� � �dx

N

where A

D

:= ft j 
(t) 2 D mod Zg.
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CHAPTER 3

Fundamental Lemmata

Denote by P the set of rational primes.

Definition 6. Suppose that

F (s) =

Y

p2P

f

p

(p

�s

)

where f

p

(z) is a rational fun
tion and the produ
t 
onverges absolutely

for Re(s) > 1.

Then for any �nite set M � P of primes and for any � 2 R

P

we de�ne

F

M

(s; �) :=

Y

p2M

f

p

(p

�s

e

�2�i�

p

):

This de�nition applies to Artin L-Series de�ned over Q .

A

ording to De�nition 4 we have L(s; �;K=Q) =

Q

p2P

L

p

(s; �) for

Re(s) > 1 with L

p

(s; �) = det(E � �(�

p

)p

�s

j

V

I

P

)

�1

. Then

f

p

(z) = det(E � �(�

p

)z j

V

I

P

))

�1

:

It is independent of the spe
i�
 representation � of the 
hara
ter �.

Thus L

M

(s; �; �) is well de�ned for every Artin L-Series L(s; �;K=Q)

de�ned over Q .

In the 
ase of He
ke L-series L(s; �) we have

f

p

(p

�s

) :=

Y

p2p

�

1�

�(p)

N(p)

s

�

�1

for the prime ideals p lying above p 2 P. This is obviously a rational

fun
tion in the argument p

�s

sin
e N(p) = p

f(p=p)

with f(p=p) 2 Z

�1

.

17



Lemma 3.1. Suppose that F

1

(s); : : : ; F

n

(s) are analyti
 fun
tions whi
h

are represented by absolutely 
onvergent produ
ts

F

l

(s) =

Y

p2P

f

p;l

(p

�s

)

for Re(s) > 1,where f

p;l

(z) = 1 +

1

P

m=1

a

(m)

p;l

z

m

are rational fun
tions of

z without poles in the dis
 jzj < 1. Set a

d;l

:=

Q

p2P

a

(v

p

(d))

p;l

. For all � > 0

there are 
onstants 
(�) > 0 with

ja

d;l

j � 
(�)d

�

:

Further suppose that they have an analyti
 
ontinuation to the plane

Re(s) > 1�1=2k with at most one simple pole at s = 1 for some k � 1.

Assume that

1

T

T

Z

�T

jF

l

(� + it)j

2

dt

is bounded for � 2 (�; 1) and T 2 R

+

, if � 2 (1�

1

2k

; 1) is �xed.

Let M

1

�M

2

� : : : be �nite sets of primes with P =

S

1

j=1

M

j

.

Suppose lim

j�>1

F

l;M

j

(s; �

j

) = f

l

(s) uniformly in js� (1 �

1

4k

)j � r <

1

4k

for �xed r > 0.

Then for any � > 0 there exists a set A

�

� R su
h that for all

l = 1; : : : ; n and all t 2 A

�

max

js�(1�

1

4k

)j�r��

jF

l

(s+ it)� f

l

(s)j < �

and

lim inf

T�!1

vol(A

�

\ (0; T ))

T

> 0:
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Corollary 3.1. Let

G

m

(s) :=

Q

b=N

m

b=1

F

m;b

(s)

Q

b=N

�

m

b=1

F

�

m;b

(s)

for m = 1; : : : ; m

0

:

Suppose that the fun
tions F

m;b

(s); F

�

m;b

(s) satisfy all the 
onditions of

Lemma 3.1 for m = 1; : : : ; m

0

and 1 � b � N

m

resp. 1 � b � N

�

m

.

Assume that lim

j!1

G

m;M

j

(s; �

j

) = f

m

(s) and lim

j!1

F

m;b;M

j

(s; �

j

) = f

m;b

(s)

uniformly in js� (1� (4k)

�1

)j � r. Under the further 
onditions that

max

m;b;jsj�r

jf

m;b

(s)j > 0

and

f

m

(s) =

Q

b=N

m

b=1

f

m;b

(s)

Q

b=N

�

m

b=1

f

�

m;b

(s)

for jsj � r

we have:

For any � > 0 there is a set B

�

� R su
h that for all m = 1; : : : ; m

0

and all t 2 B

�

max

js�(1�

1

4k

)j�r��

jG

m

(s+ it)� f

m

(s)j < �

and

lim inf

T�!1

vol(B

�

\ (0; T ))

T

> 0:

Proof: (of Lemma 3.1)

Notation: D

k;r

:= fs 2 C j js� (1� (4k)

�1

)j � rg.

kf(s)k

r

:= max

s2D

k;r

jf(s)j.

Basi
ally we follow the proof of Voronin [14, p.256℄:

F

l;M

j

(s; �) depends 
ontinuously on the �nite ve
tor (�

p

)

p2M

j

. There-

fore there exists for all � > 0 a Æ(�) > 0 su
h that

kF

l;M

j

(s; �

(1)

)� F

l;M

j

(s; �

(2)

)k

r

� �

if j�

(1)

p

� �

(2)

p

j � Æ for all p 2M

j

.

A

ording to the 
onditions of the Lemma we have for j 2 N large

enough and all l:

kF

l;M

j

(s; �

j

)� f

l

(s)k

r

< �

Therefore j�

p

� �

p;j

j < Æ = Æ(j; �) for all p 2M

j

implies:
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kF

l;M

j

(s; �)� f

l

(s)k

r

< 2�

If �(�) :=

�

2�

�

log(p)

�

p2P

; � 2 R, then by the de�nition of F

l;M

(s; �)

we have the equality F

l;M

(s; �(�)) = F

l;M

(s + i�; 0). The symbol 0 in

F

l;M

(s+ i�; 0) denotes the zero in the spa
e R

P

.

Hen
e if we have for all p 2M

j

j�

log p

2�

� �

j;p

mod Zj < Æ; (1)

then

kF

l;M

j

(s+ i�; 0)� f

l

(s)k

r

< 2�: (2)

Let A

Æ

be the set of all � satisfying (1) and T

0

> 1.

Set B :=

1

T

Z

A

Æ

\[T

0

;T ℄

Z

D

k;r

n

X

l=1

jF

l

(s+ i�)� F

l;M

j

(s+ i�; 0)j

2

d�dtd�

Set Q := P \ (0; z℄, with z > p for all p 2 M

j

. Then

B � 2(S

1

+ S

2

)

with

S

1

:=

1

T

Z

A

Æ

\[T

0

;T ℄

Z

D

k;r

n

X

l=1

jF

l;Q

(s+ i�; 0)� F

l;M

j

(s+ i�; 0)j

2

d�dtd�

and

S

2

:=

1

T

Z

A

Æ

\[T

0

;T ℄

Z

D

k;r

n

X

l=1

jF

l

(s+ i�)� F

l;Q

(s+ i�; 0)j

2

d�dtd�:

To estimate S

1

noti
e, that

jF

l;Q

(s+ i�; 0)� F

l;M

j

(s+ i�; 0)j = jF

l;Q

(s; �(�))� F

l;M

j

(s; �(�))j

Sin
e the numbers log(p); p 2 P are linearly independent over Q , the


urve 
(�) :=

�

2�

(log(p))

2�p�z

is uniformly distributed mod Z.

(Theorem 2.14).
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For �xed z and M

j

the family of fun
tions fg

s

g

s2D

k;r

g

s

(�) := jF

l;Q

(s; �)� F

l;M

j

(s; �)j

2

is uniformly bounded and equi
ontinuous in (�

p

)

p�z

, and it depends

only on (�

p

)

p�z

mod Z.

Therefore be
ause of Theorem 2.16

lim

T!1

1

T

Z

A

Æ

\(T

0

;T )

jF

l;Q

(s; �(�))� F

l;M

j

(s; �(�))j

2

d�

=

Z

D

jF

l;Q

(s; �)� F

l;M

j

(s; �)j

2

d�;

uniformly in s 2 D

k;r

. We have

D = f(�

p

)

p�z

j 8p 2 M

j

: j�

p

��

j;p

mod Zj < Æ and 8p � z : 0 � �

p

� 1g:

Be
ause of F

l;Q

(s; �) = F

l;M

j

(s; �)F

l;QnM

j

(s; �) and equation (2) we have

Z

D

jF

l;Q

(s; �(�))� F

l;M

j

(s; �(�))j

2

d�

� (max

l

kf

l

k

r

+ 2�)

2

Z

D

jF

l;QnM

j

(s; �)� 1j

2

d�

The fun
tions F

l;QnM

j

(s; �) � 1 do not depend on the variables �

p

for

p 2M

j

. So

�

d� :=

Q

p2P

p�z

d�

p

, d�

0

:=

Q

p2QnM

j

d�

p

and d�

00

:=

Q

p2M

j

d�

p

�

Z

D

jF

l;QnM

j

(s; �)� 1j

2

d�

�

Z

D\(�

p

)

p2M

j

�

Z

8

p2QnM

j

:0��

p

�1

jF

l;QnM

j

(s; �)� 1j

2

d�

0

�

d�

00

� vol(D)

Z

8

p2QnM

j

:0��

p

�1

jF

l;QnM

j

(s; �)� 1j

2

d�

0

:
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Sin
e F

l;QnM

j

(s; �) =

Q

p2QnM

j

f

l;p

�

p

�s

exp(�2�i�

p

)

�

we get

F

l;QnM

j

(s; �)� 1 =

X

m>1

b

m

(�)m

�s

where b

m

(�) =

Q

p2QnM

j

a

(v

p

(m))

p;l

e

�2�iv

p

(m)�

p

and so

jF

l;QnM

j

(s; �)�1j

2

=

X

m>1

jb

m

(�)j

2

m

�2Re(s)

+

X

m

1

6=m

2

b

m

1

(�)b

m

2

(�)m

�s

1

m

�s

2

:

Both series are absolutely 
onvergent. Therefore the integration may

be done term by term. Sin
e the values of the b

m

(�) depend on �, the

integral over the se
ond series is zero. The �rst series is independent

of �. Therefore

Z

8

p2QnM

j

:0��

p

�1

jF

l;QnM

j

(s; �)� 1j

2

d�

0

=

X

m>1

jb

m

j

2

m

�2Re(s)

with jb

m

j

2

=

Q

p2QnM

j

ja

(v

p

(m))

p;l

j

2

. For an arbitrary small �

1

> 0 one has

jb

(m)

j

2

� 
(�

1

)m

�

1

be
ause of the 
onditions on a

d;l

in the Lemma.

Set � := 2r +

1

2k

� 1. Then � < 0 sin
e r <

1

4k

and k � 1. Choose

numbers �

1

> 0 and Æ

1

> 0 su
h that �

2

:= �

1

+ Æ

1

+ � < 0. If M

j


ontains all primes smaller than y

j

, then

X

m>1

jb

(m)

j

2

m

�2Re(s)

� 
(�

1

)

X

m>y

j

m

�

1

�2+

1

2k

+2r

= 
(�

1

)

X

m>y

j

m

�

1

�1+Æ

1

+

1

2k

+2r

m

�1�Æ

1

� 
(�

1

)

X

m>y

j

m

�

2

m

�(1+Æ

1

)

� 
(�

1

)�(1 + Æ

1

)y

�

2

j

:

We have

X

m>1

jb

(m)

j

2

m

�2Re(s)

� 
(�

1

)�(1 + Æ

1

)y

�

2

j

:
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Then (Æ

1

and �

2

are �xed):

S

1

� n(max

l

kf

l

k

r

+ 2�)

2

vol(D)
(�

1

)�(1 + Æ

1

)y

�

2

j

:

We 
hoose a �xed j large enough (the 
hoi
e of �

2

and Æ

1

depends only

on r and k) su
h that

4n(max

l

kf

l

k

r

+ 2)

2


(�

1

)�(1 + Æ

1

)

1

�

2

< y

��

2

j

This is possible sin
e

S

1

j=1

M

j

= P andM

j

�M

j+1

and be
ause we may


hoose Æ suÆ
iently small su
h that � = �(Æ; j) � 1 in max

l

kf

l

k

r

+ 2�.

Then

S

1

< 1=4 vol(D)�

2

:

From now on j is �xed, thus also vol(D). Now we estimate S

2

:

S

2

=

1

T

Z

A

Æ

\[T

0

;T ℄

Z

D

k;r

n

X

l=1

jF

l

(s+ i�)� F

l;Q

(s+ i�; 0)j

2

d�dtd�

=

Z

D

k;r

n

X

l=1

1

T

Z

A

Æ

\[T

0

;T ℄

jF

l

(s+ i�)� F

l;Q

(s+ i�; 0)j

2

d�d�dt:

To 
an
el the pole at s = 1 we multiply by �(s) = 1 � 2

1�s

. This

fun
tion has a simple zero at s = 1. We get for 1 �

1

2k

< Re(s) �

1�

1

4k

+ r < 1:

0 < a(r) < j�(s)j < 
(r) for some numbers a(r); 
(r) 2 R.

This implies for s 2 D

r;k

:

1

T

T

Z

�T

j�(s+ i�)F

l

(s+ i�)� �(s+ i�)F

l;Q

(s+ i�; 0)j

2

d�

� 
(r)

1

T

T

Z

�T

jF

l

(s+ i�)� F

l;Q

(s+ i�; 0)j

2

d�:

Sin
e

1

T

T

R

�T

jF

j

(� + it)j

2

dt is bounded for � 2 (�; 1) with

�xed � > 1�

1

2k

and T 2 R

+

, the same applies to the fun
tion

�(s+ i�)F

l

(s+ i�)� �(s+ i�)F

l;Q

(s+ i�; 0):
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So we 
an apply Theorem 2.11 to get:

lim

T�!1

1

2T

T

Z

�T

j�(s+i�)F

l

(s+i�)��(s+i�)F

l;Q

(s+i�; 0)j

2

d� =

1

X

m=1

j


m

j

2

m

�2Re(s)

;

where

1

P

m=1




m

m

�s

(Re(s) > 1) is the Diri
hlet series of

�(s)(F

l

(s)� F

l;Q

(s; 0)):

Therefore we have for z and T > T (z) suÆ
iently large (remember

Q = P \ (0; z℄ and z > y

j

)

1

2T

T

Z

�T

jF

l

(s+ i�)� F

l;Q

(s+ i�; 0)j

2

d� �

1

8n

vol(D)�

2

;

sin
e in this 
ase 


m

= 0 for allm with prime divisors less than z. Then

S

2

=

1

T

Z

A

Æ

\[T

0

;T ℄

Z

D

k;r

n

X

l=1

jF

l

(s+ i�)� F

l;Q

(s+ i�; 0)j

2

d�dtd�

� 2

Z

D

k;r

1

8

vol(D)�

2

d�dt

�

1

4

vol(D)�

2

:

This gives (B � 2(S

1

+ S

2

)) for large T and z

B =

1

T

Z

A

Æ

\[T

0

;T ℄

Z

D

k;r

n

X

l=1

jF

l

(s+ i�)�F

l;M

j

(s+ i�; 0)j

2

d�dtd� � vol(D)�

2

:

Remember that

D = f(�

p

)

p�z

j 8p 2 M

j

: j�

p

��

j;p

mod Zj < Æ and 8p � z : 0 � �

p

� 1g

and

A

Æ

= f� j j�

log p

2�

� �

j;p

mod Zj < Æg;

where Æ depends only on � and j. We get be
ause of Theorem 2.14

lim

T!1

vol(A

Æ

\ [T

0

; T ℄)

T

= vol(D) = (2Æ)

#M

j

> 0: (3)
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Then for every T suÆ
iently large there is a set Y � A

Æ

\ [T

0

; T ℄ with

vol(Y ) >

1

4

vol(D)T and for all � 2 Y :

Z

D

k;r

n

X

l=1

jF

l

(s+ i�)� F

l;M

j

(s+ i�; 0)j

2

d�dt � 2�

2

:

To see this de�ne Y := f� j jg(�)j � 2�

2

g \ A

Æ

\ [T

0

; T ℄ with

g(�) :=

R

D

k;r

n

P

l=1

jF

l

(s+i�)�F

l;M

j

(s+i�; 0)j

2

d�dt. Denote its 
omplement

in A

Æ

\ [T

0

; T ℄ by Y




. Then

2�

2

vol(Y




)

T

�

1

T

Z

Y




jg(�)jd� �

1

T

Z

A

Æ

\[T

0

;T ℄

jg(�)jd� � vol(D)�

2

:

Therefore

2

vol(A

Æ

\ [T

0

; T ℄)� vol(Y )

T

� vol(D)

and with equation (3) we 
on
lude vol(Y ) >

1

4

vol(D)T for large T .

Be
ause of the de�nition of A

Æ

we have kF

l;M

j

(s+ i�; 0)� f

l

(s)k

r

< 2�.

This gives

(

Z

D

k;r

jF

l

(s+ i�)� f

l

(s)j

2

d�dt)

1=2

� 4�:

As both fun
tions F

l

and f

l

are holomorphi
 in the interior of D

k;r

for

s = � + it, 
ontinuous on the border of D

k;r

and � is arbitrary, the

Lemma follows from Theorem 2.9.

2

Re
all the de�nition of L

M

(s; �; �) and L

p

(s; �; �) at the beginning of

this 
hapter.

Lemma 3.2. Let �

1

; : : : ; �

n

be linearly independent non-Abelian 
har-

a
ters of G := G(K=Q), where K is a �nite normal algebrai
 extension

of Q . Let k := #G and 0 < r <

1

4k

.

Suppose that f

1

(s); : : : ; f

n

(s) are analyti
 for jsj < r and 
ontinuous

for jsj � r and not zero on the dis
 jsj � r. Then for every pair � > 0

and y 2 R

+

there exists a �nite set of primes M 
ontaining all primes

smaller than y and � 2 R

P

su
h that:

n

max

j=1

max

jsj�r

jL

M

(s+ 1�

1

4k

; �

j

; �)� f

j

(s)j < �:
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Proof:

Choose 
 > 1 su
h that 


2

r <

1

4k

and

8

j

: max

jsj�r

jf

j

(s)� f

j

(s=


2

)j < �=2:

Be
ause f

j

(s) 6= 0 we 
an write

f

j

(

s




2

) = exp(g

j

(s)) for some g

j

(s) analyti
 in jsj < 


2

r:

Hen
e it is suÆ
ient to prove the Lemma for the logarithms of the

fun
tions.

Remember that the Euler-fa
tors (all but �nitely many) of Artin L-

series L(s; �

j

) are de�ned by 1= det(E

k

j

� �

j

(�

p

)p

�s

), where �

p

is one

of the 
onjugate Frobenius-Automorphisms over p 2 P and

�

j

: G ! GL

k

j

(C ) is a representation of G with �

j

(�) = tra
e(�

j

(�))

for � 2 G.

For the Euler-fa
tors of L

M

(s

0

; �

j

; �) we get:

logL

p

(s

0

; �

j

; �) =

tra
e(�

j

(�

p

)) exp(�2�i�

p

)

p

s

0

+

X

m�2

a

m;p

p

�ms

0

:

The �rst term is equal to

�

j

(�

p

) exp(�2�i�

p

)

p

s

0

. Therefore

logL

M

(s

0

; �

j

; �) =

X

p2M

�

j

(�

p

)e

(�2�i�

p

)

p

s

0

+

X

p2M

X

m�2

a

m;p

p

�ms

0

:

The se
ond term is a uniformly and absolutely 
onvergent series for all

primes in Q , sin
e its 
oeÆ
ients are dominated by the 
oeÆ
ients of

�

j

(1) log �(s) as remarked on page 9.

We de�ne a real Hilbert spa
e H

(R)

n

of ve
tors of fun
tions holomorphi


on the dis
 jsj < R. The s
alar produ
t is (always R

0

< R)

h(h

j

)

n

j=1

; (f

j

)

n

j=1

i := lim

R

0

!R

Re

Z

jsj�R

0

n

X

j=1

f

j

(s)h

j

(s)d�dt:

The fun
tions h

j

and f

j

, j = 1; : : : n are holomorphi
 in jsj < R and

satisfy (setting g := h

j

or g := f

j

),

lim

R

0

!R

Z

jsj�R

0

jg(s)j

2

d�dt <1:

This Hilbert spa
e is n times the produ
t of the Hilbert spa
e H

2

(Def.

5, p.13).
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Set R := 
r (
 > 1) and �

p

(s) :=

�

�

j

(�

p

) exp(�2�i�

p

)

p

s

0

�

n

j=1

, where

s

0

= s+ 1�

1

4k

with jsj � R.

Denote the di�erent 
onjuga
y 
lasses of the group G by C

1

; : : : ; C

N

.

Obviously n � N , sin
e N is the dimension of the ve
tor spa
e of 
lass

fun
tions on G.

Denote the di�erent prime 
lasses by P

j

:= fp j �

p

2 C

j

g.

To de�ne �: In the natural order of ea
h set P

j

� Z denote the primes

p 2 P

j

by p

j;l

su
h that p

j;1

< p

j;2

< p

j;3

: : : < p

j;l

< p

j;l+1

< : : : .

Set �

p

j;l

:=

l

4

. Thereby �

p

is de�ned for all but �nitely many primes

p 2 P. For the primes rami�ed in K set �

p

:= 0.

We will use Theorem 2.6 on 
onditionally 
onvergent series in real

Hilbert spa
es.

We only need to show that the series �

p

; p 2 P ful�lls the 
onditions of

this Theorem:

X

p2P

k�

p

k

2

� C

X

p2P

p

1

2k

�2+2R

<1 with C = n

n

max

j=1

f�

j

(1)

2

g:

(obviously

1

2k

� 2 + 2R < �1)

For e (as in Theorem 2.6) we 
an 
hoose any '(s) 2 H

R

n

with k'k :=

h'; 'i

1=2

= 1.

Now we have to show that

X

p2P

h�

p

; 'i

is 
onditionally 
onvergent, or equivalently:

lim

p!1

h�

p

; 'i = 0 and there exist two sets of primes P

+

and P

�

su
h that

8

p2P

+

: h�

p

; 'i > 0,

P

p2P

+

h�

p

; 'i =1, and

8

p2P

�

: h�

p

; 'i < 0,

P

p2P

�

h�

p

; 'i = �1.
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We 
ompute:

h�

p

; 'i = lim

R

0

!R

Re

Z

jsj�R

0

n

X

j=1

�

p;j

(s)'

j

(s)d�dt

= lim

R

0

!R

Re

Z

jsj�R

0

n

X

j=1

�

j

(�

p

)e

�2�i�

p

p

�s

0

'

j

(s)d�dt

= lim

R

0

!R

Re

�

e

�2�i�

p

Z

jsj�R

0

p

�(s+1�

1

4k

)

�

n

X

j=1

�

j

(�

p

)'

j

(s)

�

d�dt

�

:

It follows that

lim

p!1

jh�

p

; 'ij = 0:

Sin
e the 
hara
ters �

j

are linearly independent and ' 6= 0, there is a


onjuga
y 
lass C

l

in G su
h that '

0

(s) :=

n

P

j=1

�

j

(�

p

)'

j

(s) 6� 0 for all

�

p

2 C

l

.

As the fun
tions '

j

are holomorphi
 in the dis
 jsj < R, we have

'

0

(s) =

1

X

m=0

�

m

s

m

:

For p 2 C

l

we get

h�

p

; 'i = lim

R

0

!R

Re

�

e

�2�i�

p

Z

jsj�R

0

exp

�

� log(p)(s+ 1�

1

4k

)

�

'

0

(s)d�dt

= Re

�

e

�2�i�

p

�(log p)

�

:

Here �(x) := lim

R

0

!R

R

jsj�R

0

exp

�

� x(s+ 1�

1

4k

)

�

'

0

(s)d�dt.

Therefore
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�(x) = exp

�

� x(1�

1

4k

)

�

lim

R

0

!R

Z

jsj�R

0

exp(�xs)'

0

(s)d�dt

= �R

2

exp

�

� x(1�

1

4k

)

�

1

X

m=0

(�1)

m

�

m

(xR

2

)

m

(m+ 1)!

:

We have

k'

0

k

2

= lim

R

0

!R

Z

jsj�R

0

j'

0

j

2

d�dt = �R

2

1

X

m=0

j�

m

j

2

R

2m

m + 1

:

Using the 
ontinuous linear mapping L((f

j

)

n

j=1

) :=

n

P

j=1

�

j

(C

l

)f

j

we get

k'

0

k

2

= kL(')k

2

� kLk

2

k'k

2

= kLk

2

<1:

This gives:

�R

2

1

X

m=0

j�

m

j

2

R

2m

m+ 1

= k'

0

k

2

� kLk

2

:

Setting �

m

:= (�1)

m

R

m

�

m

=(m + 1) we get

1

P

m=0

j�

m

j

2

� kLk

2

=(�R

2

),

whi
h gives us an upper bound for all j�

m

j.

Set

F (u) :=

1

X

m=0

�

m

m!

u

m

:

F (u) is an entire fun
tion and F 6� 0 sin
e '

0

6= 0. For any Æ > 0 there

is a sequen
e of positive real numbers with u

n

�!1 su
h that

jF (u

n

)j > exp

�

� (1 + 2Æ)u

n

�

:

This is a 
onsequen
e of Corollary 2.2. We have

�(x) = �R

2

exp

�

� x(1�

1

4k

)

�

F (xR). Set x

n

:= u

n

=R. Then

j�(x

n

)j > exp

�

� (1� Æ

0

)x

n

�

for Æ

0

> 0 suÆ
iently small and x

n

suÆ
iently large.
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As a 
onsequen
e we �nd subintervals I

n

of [x

n

� 1; x

n

+ 1℄ of length

greater than

1

2x

8

n

in whi
h one of the inequalities

jRe�(x)j >

e

�(1�Æ

0

)x

200

or (4)

jIm�(x)j >

e

�(1�Æ

0

)x

200

(5)

holds.

To prove this we approximate � by polynomials. Set N := [x

n

℄ + 1.

Let B be an upper bound for the j�

m

j. This gives jF (xR)j � Be

xR

.

For x 2 [x

n

� 1; x

n

+ 1℄ we have (remember R < 


2

r < 1=4k)

j

1

X

m=N

2

�

m

m!

(xR)

m

j � B

1

X

m=N

2

1

m!

(xR)

m

� B

(xR)

N

2

N

2

!

1

X

m=0

1

m!

(xR)

m

� B

N

N

2

N

2

!

e

N

� B

�

N

N

2

=e

�

N

2

e

N

� B

e

N

2

+N

N

N

2

� e

�2x

n

if x

n

is suÆ
iently large.

For x 2 [x

n

� 1; x

n

+ 1℄ we also have

�

(1�

1

4k

) < 1

�

.

1

X

N

2

=m

�

� (1�

1

4k

)x

�

m

m!

� e

�2x

n

Hen
e F (xR) = P

1

(x) + O(e

�2x

n

) and exp (�(1�

1

4k

)x) = P

2

(x) +

O(e

�2x

n

), where P

1

and P

2

are polynomials of degree N

2

�1. This gives

�(x) = P

n

(x) + O(e

�x

n

) for all N = [x

n

℄ + 1 and x 2 [x

n

� 1; x

n

+ 1℄,

where P

n

(x) is a polynomial of degree less than N

4

.

Thus we also have Re�(x) = Re(P

n

(x)) + O(e

�x

n

) and Im�(x) =

Im(P

n

(x))+O(e

�x

n

). However if x 2 R, thenRe(P

n

(x)) and Im(P

n

(x))

are polynomials with real 
oeÆ
ients.

We may suppose that either jRe�(x

n

)j >

1

2

exp

�

� (1 � Æ

0

)x

n

�

or

jIm�(x

n

)j >

1

2

exp

�

� (1� Æ

0

)x

n

�

, sin
e j�(x

n

)j > exp

�

� (1� Æ

0

)x

n

�

.

Suppose that jRe�(x

n

)j >

1

2

exp

�

�(1�Æ

0

)x

n

�

. Denote the polynomial

Re(P

n

(x)) again by P

n

(x). Sin
e jRe�(x

n

)j >

1

2

exp

�

� (1� Æ

0

)x

n

�

we

have

1

4

e

�(1�Æ

0

)x

n

� jP

n

(x

n

)j for large n. Set a := max

jx�x

n

j�1

jP

n

(x)j.

Then there exists a � 2 [x

n

� 1; x

n

+ 1℄ su
h that a = jP

n

(�)j. There

exists a � 2 (�; x) or � 2 (x; �) su
h that

jP

n

(�)� P

n

(x)j = jP

0

n

(�)(x� �)j. Set � := N

8

j� � xj. Then be
ause of

Theorem 2.8 we have jP

n

(�)� P

n

(x)j � �a. If � � 1=2 then
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j1�

P

n

(x)

P

n

(�)

j � 1=2, therefore jP

n

(x)j �

a

2

�

jP

n

(x

n

)j

2

�

1

8

e

�(1�Æ

0

)x

n

for all

x with jx� �j �

1

2N

8

. It follows that

jRe�(x)j �

1

16

e

�(1�Æ

0

)x

n

�

1

16e

2

e

�(1�Æ

0

)x

�

1

200

e

�(1�Æ

0

)x

for large n and jx� �j �

1

2N

8

.

The same argumentation applies to Im�(x) if

jIm�(x

n

)j >

1

2

exp

�

� (1� Æ

0

)x

n

�

:

In the natural order of the set P

l

we have for p

r

2 P

l

, and p

1

< p

2

<

: : : < p

r

< : : : that �

p

r

= r=4 by the de�nition of �. Thus we get

e

�2�i�

p

r

= (�i)

r

. Therefore

h�

p

r

; 'i = Re

�

(�i)

r

�(log(p

r

))

�

:

One of the inequalities (4), (5) is satis�ed in�nitely often. Consider the

interval I

n

:= [�; �+ �℄ su
h that on I

n

one of the inequalities

jIm(�(x))j �

1

200

e

�(1�Æ

0

)x

or jRe(�(x))j �

1

200

e

�(1�Æ

0

)x

holds and

� �

1

2x

8

n

.

A

ording to Theorem 2.5 the number of primes p 2 P

l

for whi
h

log p 2 I

n

is (h

l

:= #C

l

):

�(e

�+�

; C

l

)� �(e

�

; C

l

) =

h

l

k

e

�+�

Z

e

�

dt

log t

+O(e

�+�

e

�a�

1=2

)

�

h

l

k

e

�

�

e

�

� 1

�+ �

+O(

e

�

e

a�

1=2

)

�

:

Sin
e 2 � � �

1

2x

8

n

, we get e

�

� 1 �

1

2x

8

n

and

e

�

�1

�+�

�

e

�

�1

x

n

+2

�

1

2x

9

n

+4x

8

n

.

Next

e

�

e

a�

1=2

�

e

2

e

a

p

x

n

�1

and e

�

� e

x

n

=e. Thus for x

n

suÆ
iently large we

get

�(e

�+�

; C

l

)� �(e

�

; C

l

) �

h

l

k

e

x

n

x

10

n

:

The number of primes p with log p 2 I

n

and exp(�2�i�

p

) = 1;

exp(�2�i�

p

) = �1; exp(�2�i�

p

) = i; or exp(�2�i�

p

) = �i is there-

fore greater than

h

l

k

e

x

n

4x

10

n

.

Therefore

X

p2P

l

;log p2I

n

Re(e

�2�i�

p

�(log p))>0

h�

p

; 'i > 


1

e

Æ

0

x

n

=2
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for some positive 
onstant 


1

. The same holds for a subset of primes

with Re(e

�2�i�

p

�(log p)) < 0. The sum is less than �


1

e

Æ

0

x

n

=2

.

As x

n

!1 the 
orresponding series diverge to +1 and �1.

The rest of the proof is a 
onsequen
e of Corollary 2.3:

R=
 = r < R. A

ording to Theorem 2.6 we 
an order P su
h that we

get a sequen
e of �nite subsets M

n

� P with M

n

�M

n+1

,

S

n2N

M

n

= P

and uniformly in jsj � r lim

n!1

logL

M

n

(z; �

j

; �) = g

j

(s) for z = s+1�

1

4k

.

Therefore

jf

j

(s)�L

M

(s+1�

1

4k

; �

j

; �)j � jf

j

(s)�f

j

(s=


2

))j+je

g

j

(s)

�L

M

(z; �

j

; �)j < �

for some n 2 N suÆ
iently large, jsj � r and M := M

n

. Be
ause of

S

n2N

M

n

= P we may 
hoose n 2 N su
h that all primes less than a given

y 2 R

+

are 
ontained in P. 2

Remark 3.1. In the pre
eeding Lemma we may repla
e the set P by

P n fp

1

; : : : ; p

d

g, where p

1

; : : : ; p

d

are primes. The set M may be re-

pla
ed by a �nite set of primes M � P n fp

1

; : : : ; p

d

g 
ontaining all

primes smaller than y. Also we may repla
e for a �nite number of

primes the fa
tors L

p

(s; �) by di�erent Euler-fa
tors satisfying the 
on-

ditions of Lemma 3.1 and its Corollary 3.1.

The proof of the Remark is obvious be
ause of the proof of the Lemma,

sin
e it was proved that the series �

p

is 
onditionally 
onvergent and

this persists if we only 
hange a �nite number of the �

p

.
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CHAPTER 4

A Mean Value Theorem

Theorem 4.1. Assume that a Diri
hlet series

1

P

n=1

a

n

n

�s

satis�es

a

n

= O

�

(n

�

) for every � > 0. Suppose that this series 
onverges for

Re(s) > 1 absolutely and 
an be analyti
ally 
ontinued to the 
omplex

plane and has no pole ex
ept a simple pole at s = 1. Denote this

fun
tion by f(s). Suppose further that jf(s)j

2

= O(jtj

M

) for some

M := M(a

0

; b

0

) 2 R and s = � + it where jtj � 1 and � 2 [a

0

; b

0

℄ with

a

0

; b

0

2 R and a

0

< 0, b

0

> 1. Then

1

T

T

Z

�T

jf(s+ it)j

2

dt

is bounded for every s with Re(s) > maxf1�

1

M+1

; 1=2g. We 
an 
hoose

M = inffm : jf(s)j

2

= O(jtj

m

)g.

Proof: Obviously there is a � > 0 su
h that

1

T

T

Z

�T

jf(s+ it)j

2

dt = O(T

�

)

(take for example � :=M).

Set � := inffM : jf(s)j

2

= O(jtj

M

)g.

Using Lemma 2.1, we get for Re(s) > 1, (Æ > 0; 
 > 1; 
 > �)

1

X

n=1

a

n

n

s

e

�Æn

=

1

2�i


+i1

Z


�i1

�(w � s)f(w)Æ

s�w

dw:

Be
ause of the 
ondition a

n

= O

�

(n

�

) the series on the left side of the

equation is absolutely 
onvergent for all Re(s) > 0 and therefore it is
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a holomorphi
 fun
tion in this plane. Using Stirling's formula on the

�-fun
tion we get j�(s)j � C

[a;b℄

jtj

��1=2

exp(�

�

2

jtj), where s = � + it

and � 2 [a; b℄ for every interval [a; b℄.

Therefore and be
ause of jf(s)j

2

= O(jtj

M

) the fun
tion

1

2�i


+i1

R


�i1

�(w � s)f(w)Æ

s�w

dw is an analyti
 fun
tion for all 
 > 0 and

b

0

> Re(s) > 0. If � > � > � � 1, we have

1

2�i


+i1

Z


�i1

�(w � s)f(w)Æ

s�w

dw =

1

2�i

�+i1

Z

��i1

�(w � s)f(w)Æ

s�w

dw + f(s) + Res

w=1

�(w � s)f(w)Æ

s�w

be
ause of the Residue Theorem. Set B := Res

s=1

f(s). Then we �nd

for f the expression

f(s) =

1

X

n=1

a

n

n

s

e

�Æn

�

1

2�i

�+i1

Z

��i1

�(w � s)f(w)Æ

s�w

dw � B�(1� s)Æ

s�1

;

where Re(s) � 1=2, � > � > � � 1.

Set Z

1

:=

1

P

n=1

a

n

n

s

e

�Æn

and Z

2

:=

1

2�i

�+i1

R

��i1

�(w � s)f(w)Æ

s�w

dw.

We have Z

3

:= B�(1� s)Æ

s�1

= O(jtj

1���1=2

e

�

�

2

jtj

Æ

��1

). This implies

B�(1� s)Æ

s�1

= O(Æ

��1

e

�

�

2

jtj

), if jtj � 1 and 1=2 � � � 1.

For x; y 2 C we have jx + yj

2

� 2(jxj

2

+ jyj

2

), therefore

jZ

1

+ Z

2

+ Z

3

j

2

� 4(jZ

1

j

2

+ jZ

2

j

2

+ jZ

3

j

2

).

If � � a > 1=2, then using Lemma 2.2, we get

T

Z

T=2

jZ

1

j

2

dt = O(T

1

X

m=1

ja

m

j

2

m

2a

e

�2Æm

) +O

�

X

m6=n

ja

m

jja

n

je

�(m+n)Æ

m

�

n

�

j log(m=n)j

�

= O

a

(T ) +O(Æ

2��2��

)

for some small � > 0

�

sin
e a

n

= O(n

�

)

�

.

Set w := � + iv. We obtain
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jZ

2

j �

Æ

���

2�

1

Z

�1

j�(w � s)f(s)jdv

�

Æ

���

2�

�

1

Z

�1

j�(w � s)jdv

1

Z

�1

j�(w � s)f

2

(w)jdv

�

1=2

:

Sin
e the �rst integral is just an integral over the �-fun
tion, it is

bounded. Assume T � jtj (re
all that s = �+it). Set I

T

:= (�1; 2T ℄[

[2T;1):

Z

I

T

j�(w � s)f

2

(w)jdv = O

�

Z

I

T

e

�

�

2

jv�tj

jv � tj

�1=2

jvj

M

dv

�

= O

�

e

�

�

3

T

�

:

Hen
e

T

Z

T=2

jZ

2

j

2

dt = O

�

Æ

2��2�

T

2

O(e

�

�

3

T

) + Æ

2��2�

2T

Z

�2T

jf(w)j

2

(

T

Z

T=2

j�(w � s)jdt)dv

�

= O(Æ

2��2�

) +O

�

Æ

2��2�

2T

Z

�2T

jf(w)j

2

dv

�

= O

�

Æ

2��2�

T

1+M

�

:

For Z

3

we get

T

Z

T=2

jZ

3

j

2

dt = O

�

Æ

2(��1)

T

Z

T=2

exp(�

2�

2

jtj)dt

�

= O(Æ

2(��1)

):

This gives (M = �+ �):

T

Z

T=2

jf(s)j

2

dt = O

a

(T ) +O(Æ

2��2��

) +O(Æ

2��2�

T

1+�+�

) +O(Æ

2(��1)

):

Set Æ := T

�




2

with 
 :=

�+�

1��

. Then 
 > 0 and Æ > 0 is well de�ned.

For � > maxf1�

1��

�+1+�

; a; 1=2g we get
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Æ

2(��2)��

= O(T ), Æ

2(��2)

= O(T ) and Æ

2��2�

T

1+�+�

= O(T ).

Taking the limits �! 0 and �! 0, we get

T

Z

T=2

jf(s)j

2

dt = O

a

(T )

for � > maxf1�

1

�+1

; ag.

Adding up

T

R

T=2

jf(s)j

2

dt+

T=2

R

T=4

jf(s)j

2

dt+

T=4

R

T=8

jf(s)j

2

dt+ : : : gives

T

R

1

jf(s)j

2

dt = O

a

(T ) and analogously

1

R

�T

jf(s)j

2

dt = O

a

(T ) for the �xed

a > 1=2.

Sin
e a > 1=2 
an be 
hosen arbitrary, we have

Re(s) > maxf1�

1

�+1

; 1=2g as a suÆ
ient 
ondition for

1

T

T

R

�T

jf(s+ it)j

2

dt to be bounded. 2

Remark 4.1. For He
ke L-series over a �eld k with Q � k � K, where

K is a �nite normal extension of Q , the 
onditions of Theorem 4.1 are

satis�ed with M = [K : Q ℄.

Proof: Denote the Diri
hlet-
oeÆ
ients of the He
ke-L-series L(s; �) by

a

n

(�) and the Diri
hlet 
oeÆ
ients of the Dedekind Zeta-fun
tion �

k

(s)

by a

n

. Then we have ja

n

(�)j � a

n

, where a

n

is the number of ideals of

norm n in the ring of integers of k. Therefore we have ja

n

j = O

�

(n

�

)

[22, p.152℄.

Every He
ke L-series satis�es a fun
tional equation.

�(s; �) := C

s

�(

s+1

2

)

a

�(

s

2

)

r

1

�a

�(s)

r

2

L(s; �);

where r

1

is the number of real embeddings of k, r

2

the number of 
om-

plex embeddings of k, a is the number of in�nite pla
es of the 
ondu
tor

of � and C 2 R

>0

is a 
onstant. Then r

1

+2r

2

= [k : Q ℄ � [K : Q ℄. We

have �(s; �) = W�(1� s; �), where W is a root of unity. L(s; �) is a

holomorphi
 fun
tion for all s 2 C if L(s; �) 6= �

k

(s). If L(s; �) = �

k

(s)

there is a simple pole at s = 1.

A

ording to a Theorem of Lavrik [19, (p.133: Lemma 2.1)℄ we have:
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�(s; �) =




s(1�s)

+

1

P

n=1

(a

n

f(

C

n

; s) +W �a

n

f(

C

n

; 1 � s)), where 
 is a 
on-

stant for �

k

and zero in all other 
ases.

We have f(x; s) =

1

2�i

Æ+i1

R

Æ�i1

x

z

�(

z+1

2

)

a

�(

z

2

)

r

1

�a

�(z)

r

2

dz

z�s

, where Æ 2 R

and Æ > maxfRe(s); 0g. If we take Æ > maxfRe(s) + 1; 0g, then

jf(x; s)j �

x

Æ

2�

1

R

�1

j�(

Æ+it+1

2

)j

a

j�(

Æ+it

2

)j

r

1

�a

j�(Æ + it)j

r

2

dt = C

Æ

x

Æ

.

This means for Re(s) 2 [�1; 2℄ that for some 
onstant C

0

Æ

and Æ > 3

we have j�(s; �)j � C

0

Æ

2

P

n2N

ja

n

(�)j

1

n

Æ

.

Therefore j�(s; �)j � 2C

4

C

0

4

�

k

(4). The same holds for �

k

if we sup-

pose that jIm(s)j is large enough, su
h that we 
an ignore




s(1�s)

. Be-


ause of the well known properties of the �-fun
tion we therefore get

L(s; �) = O(exp(Ajtj) and �

k

(s) = O(exp(Ajtj) for every �xed strip

Re(s) 2 [a; b℄, Im(s) = t and some A 2 R

>0

. To apply the Phragmen-

Lindel�of-prin
iple 2.12, we must show that L(s; �) = O(jtj

M

) on the

borders Re(s) = �� and Re(s) = 1 + � for large t = Im(s) and every

�xed small � > 0. This would imply that L(s; �) = O(jtj

M

) for all

Re(s) 2 [��; 1 + �℄ and jIm(s)j = jtj > 1.

The series L(s; �) and �

k

(s) 
onverge absolutely for all s with Re(s) =

1 + � and we have jL(s; �)j � �

k

(1 + �) and j�

k

(s)j � �

k

(1 + �). This is

an absolute 
onstant independent of Im(s) = t. Using the fun
tional

equation we �nd that jL(s; �)j = O

�

�

g(jtj)

�

and j�

k

(s)j = O

�

�

g(jtj)

�

for

s with Re(s) = ��, where

g(jtj) =

j�(

1�s+1

2

)

a

�(

1�s

2

)

r

1

�a

�(1� s)

r

2

j

j�(

s+1

2

)

a

�(

s

2

)

r

1

�a

�(s)

r

2

j

:

Stirling's formula gives j�(s)j = O

�

jtj

��1=2

exp(�

�

2

jtj)

�

, where the 
on-

stant in the big O depends only on the interval � 2 [a; b℄ with s = �+it.

Therefore g(jtj) = O

�

jtj

r

1

1�2�

2

jtj

r

2

(1�2�)

�

= O

�

jtj

(1�2�)[k:Q℄=2

�

follows.

We have Re(s) = ��. Thus we get in the strip � 2 [��; 1 + �℄

L(s; �) = O(jtj

M

�

) and �

k

(s) = O(jtj

M

�

) with M

�

= (1 + 2�)

[k:Q℄

2

. The

in�mum is obviously [k : Q ℄=2. 2
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CHAPTER 5

Main Theorem

We prove the following statement on Artin L-fun
tions over Q :

Theorem 5.1. Let K be a �nite Galois-extension of Q and �

1

; : : : ; �

n

linearly independent 
hara
ters of the group G := G(K=Q). Let k :=

#G and f

1

(s); : : : ; f

n

(s) be holomorphi
 fun
tions on jsj < r and 
on-

tinuous on jsj � r, where r is a �xed number with 0 < r <

1

4k

. Further

suppose f

j

(s) 6= 0 on jsj � r.

Then for every � > 0 there is a set A

�

� R su
h that

lim inf

T�!1

vol(A

�

\ (0; T ))

T

> 0

and for j = 1; : : : ; n

8

t2A

�

8

jsj�r

: jL(s+ 1�

1

4k

+ it; �

j

; K=Q) � f

j

(s)j < �;

where L(z; �

j

; K=Q) denotes the Artin L-fun
tion 
orresponding to the

non-Abelian 
hara
ter �

j

.

Proof: The Theorem 2.3 of Brauer states that every 
hara
ter is a �nite

linear 
ombination � =

P

l

n

l

'

�

l

�

P

l

m

l

 

�

l

, where '

�

l

, and  

�

l

are in-

du
ed from 
hara
ters '

l

;  

l

of degree 1 of subgroups ofG. A

ording to

Theorem 2.4 we get that L(z; �;K=Q ) =

m

1

Q

l=1

L(z; '

l

)

n

l

.

n

1

Q

l=1

L(z;  

l

)

m

l

,

where the series L(z; '

l

) and L(z;  

l

) are He
ke-L-series over number

�elds 
ontained in K. These are entire fun
tions with the only ex
ep-

tion of the Dedekind �-fun
tions whi
h have a simple pole at z = 1.

Therefore one of the 
onditions of Lemma 3.1 is satis�ed by Remark 4.1:

The mean values

1

T

T

R

�T

jf(�+ it)j

2

dt are bounded even for � > 1�

1

k+1

,

where k = [K : Q ℄ and f(z) is a He
ke L-fun
tion of a number �eld 
on-

tained in K. Obviously 1�

1

k+1

� 1�

1

2k

. For the Diri
hlet-
oeÆ
ients
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a

n

(�) of He
ke L-fun
tions we have: ja

n

(�)j = O

�

(n

�

).

We have to show that the 
onditions in Corollary 3.1 are ful�lled.

We noti
e Theorem 2.4 and its Remark. If the 
hara
ters �

1

; : : : ; �

n

are not yet a basis of the 
lass fun
tions of G, then add some more 
har-

a
ters (for example from the set of irredu
ible 
hara
ters of G). Choose

additional holomorphi
 fun
tions f

j

, for example 
onstants 6= 0, whi
h

then satisfy the 
onditions of Lemma 3.2.

As we now have a basis of 
lass fun
tions, every 
hara
ter �

�

l

;  

�

l


an

be expressed as a linear 
ombination of this basis.

Choose 
 > 1 su
h that 


2

r <

1

4k

and max

jsj�r

jf

j

(s) � f

j

(

s




2

)j < �=2 for

j = 1; : : : ; n. Apply Lemma 3.2 for the fun
tions f

j

(

s




2

) and jsj � r
.

Now 
hoose a sequen
e �

m

:= 1=m, y

m

:= maxM

m�1

+ 1 (y

0

:= 1),

�

m

= (�

m;p

)

p2P

2 R

P

and M

m

� P su
h that Lemma 3.2 with � = �

m

,

y = y

m

and M =M

m

is satis�ed. M

m

� M

m+1

is a 
onsequen
e.

The series expansion of the logarithm gives

L

M

m

(s+ 1�

1

4k

; �

m

; �

j

) =

X

p2M

m

�

j

(�

p

)e

�2�i�

m;p

p

s+1�

1

4k

+

X

p2M

m

;��2

a

p

(�

j

; �

m

; �)p

��(s+1�

1

4k

)

:

Then be
ause of lim

m!1

L

M

m

(s+ 1�

1

4k

; �

m

; �

j

) = f

j

(

s




2

) uniformly in

jsj � r
 and f

j

(

s




2

) 6= 0, we get for the logarithms of these fun
tions:

lim

m!1

�

X

p2M

m

�

j

(�

p

)e

�2�i�

m;p

p

s+1�

1

4k

+

X

p2M

m

;��2

a

p

(�

j

; �

m

; �)p

��(s+1�

1

4k

)

�

= log f

j

(

s




2

);

where the se
ond sum represents an absolutely 
onvergent series for all

p 2 P:

X

p2P;��2

ja

p

(�

j

; �

m

; �)p

��(s+1�

1

4k

)

j =

X

p2P;��2

ja

p

(�

j

; �)jp

��(Re(s)+1�

1

4k

)

<1;

sin
e ja

p

(�

j

; �)j � �

j

(1)a

p

(1; �) =

�

j

(1)

�

as remarked on page 9. There-

fore

lim

m!1

X

p2M

m

�

j

(�

p

)e

�2�i�

m;p

p

s+1�

1

4k


onverges uniformly in jsj � r
 to an analyti
 fun
tion for every �

j

.

For every 
hara
ter � := �

j

we have (Theorem 2.4 and Remark)
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L

M

m

(s+ 1�

1

4k

; �

m

; �) =

Q

m

1

l=1

L

M

m

(s+ 1�

1

4k

; �

m

; '

�

l

)

Q

n

1

l=1

L

M

m

(s+ 1�

1

4k

; �

m

;  

�

l

)

:

The last statement uses essentially L

p

(s; �; �

1

+�

2

) = L

p

(s; �; �

1

)L

p

(s; �; �

2

),

whi
h is a 
onsequen
e of the de�nitions.

log

�

L

M

m

(s+ 1�

1

4k

; �

m

; '

�

l

)

�

=

X

p2M

m

'

�

l

(�

p

)e

�2�i�

m;p

p

s+1�

1

4k

+

X

p2M

m

;��2

a

p

('

�

j

; �

m

; �)p

��(s+1�

1

4k

)

:

Sin
e the series

P

p2P;��2

a

p

('

�

j

; �

m

; �)p

��(s+1�

1

4k

)

is absolutely 
onvergent,

we only have to show the 
onvergen
e of

lim

m!1

X

p2M

m

'

�

l

(�

p

)e

�2�i�

m;p

p

s+1�

1

4k

:

However sin
e '

�

l

is a 
lass fun
tion on G and �

1

; : : : ; �

k

is a basis of

the 
lass fun
tions we get a linear 
ombination '

�

l

=

P

k

j=1

r

j;l

�

j

and

therefore

lim

m!1

X

p2M

m

'

�

l

(�

p

)e

�2�i�

m;p

p

s+1�

1

4k

=

k

X

j=1

r

j;l

�

lim

m!1

X

p2M

m

�

j

(�

p

)e

�2�i�

m;p

p

s+1�

1

4k

�

:


onverges uniformly in jsj � r
. This proves that

lim

m!1

logL

M

m

(s+1�

1

4k

; �

m

; '

�

l

) and lim

m!1

logL

M

m

(s+1�

1

4k

; �

m

;  

�

l

)


onverge uniformly on jsj � r
 to some analyti
 fun
tions g

'

�

l

(

s




2

); g

 

�

l

(

s




2

).

Thus it is 
lear that the fun
tions L

M

m

(s+ 1�

1

4k

; �

m

; '

�

l

) and

L

M

m

(s+1�

1

4k

; �

m

;  

�

l

) 
onverge to some holomorphi
 fun
tions f

'

�

l

(

s




2

)

and f

 

�

l

(

s




2

) with f

'

�

l

6= 0 and f

 

�

l

(s) 6= 0 on jsj � r
.

Therefore the 
onditions in Corollary 3.1 are ful�lled and we �nd a set

A

�

su
h that lim inf

T�!1

vol(A

�

\(0;T ))

T

> 0 and for jsj � r
 � �=2 and t 2 A

�

jL(s+ 1�

1

4k

+ it; �

j

; K=Q) � f

j

(

s

r


2

)j < �=2:

If � > 0 is 
hosen suÆ
iently small, su
h that r � r
 � �=2, then for

t 2 A

�

, jsj � r and j = 1; : : : ; n

jL(s+ 1�

1

4k

+ it; �

j

; K=Q) � f

j

(s)j < �:

2
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Remark 5.1. As in Remark 3.1 we may again repla
e P by some set

P n fp

1

; : : : ; p

d

g with primes p

1

; : : : ; p

d

. Thus the statement of the last

Theorem remains true if we repla
e the Artin L-Series by those series,

where the Euler produ
t is just extended over the set P n fp

1

; : : : ; p

d

g.

These Artin L-Series just di�er by a a �nite produ
t

d

Q

j=1

L

p

j

(s; �) from

the original ones.

We may even 
hange a �nite number of Euler-fa
tors to get the same

result.

This follows from Remark 3.1.
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CHAPTER 6

Consequen
es

1. Artin L-Series

We know from Artin [3, p.122℄, that there is no multipli
ative relation

of the form

Q

j

L(s; �

j

)




j

= 1 between the primitive Artin L-series of a

normal extension of Q .

Theorem 6.1. Suppose that for a 
ontinuous fun
tion f : C

k

�! C

and the primitive Artin L-series L(s; �

j

) there is a relation of the form

f(L(s; �

1

); : : : ; L(s; �

k

)) = 0

for all s 2 C where these Artin L-series are de�ned.

Then we have f � 0.

Proof: Suppose that f 6� 0. Then there is an open set U � C

k

su
h

that f(z) 6= 0 for all z 2 U . Be
ause U is open we may �nd a point

a 2 U with a

j

6= 0 for j = 1; : : : ; k. A

ording to Theorem 5.1 there is a


omplex number s 2 C su
h that jL(s; �

j

)�a

j

j < � for every � > 0 and

all j = 1; : : : ; k. So we may suppose that the point b 2 C

k

with b

j

:=

L(s; �

j

) is 
ontained in U , and therefore f(L(s; �

1

); : : : ; L(s; �

k

)) 6= 0,


ontradi
ting the assumption of the Theorem. 2

Theorem 6.2. Let �

1

; : : : ; �

n

be linearly independent 
hara
ters of the

Galois group of a normal extension K=Q . Then the map


 : R ! C

n(m+1)

given by


(t) =

�

L(�+it; �

1

); L

0

(�+it; �

1

); : : : ; L

(m)

(�+it; �

1

); : : : ; L

(m)

(�+it; �

n

)

�

is everywhere dense in C

n(m+1)

, if 1�

1

2[K:Q℄

< � < 1. For a given point

a 2 C

n(m+1)

the set of numbers t 2 R

>0

su
h that k
(t) � ak < � for

some �xed � > 0 is unbounded.

This is a straight forward generalization of Voronin's Theorem [14,

p.270℄ on Diri
hlet L-fun
tions.
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Proof: Let (a

0

(�

1

); : : : ; a

m

(�

1

); a

0

(�

2

); : : : ; a

m

(�

2

); : : : ; a

m

(�

n

)) be any

point in C

n(m+1)

. If one of the a

0

(�

j

) is zero, then repla
e it by some

b

0

(�

j

) 6= 0 with jb

0

(�

j

)� a

0

(�

j

)j < � for some small � > 0.

Be
ause of Theorem 2.13 we only need to approximate the polynomials

p

�

j

(s) := a

0

(�

j

) +

a

1

(�

j

)

1!

s+ : : :+

a

k

(�

j

)

k!

s

k

simultaneously by

L(s+ � + it; �

j

) for appropriate values t 2 R. This is possible be
ause

of Theorem 5.1. Take r small enough su
h that p

�

j

(s) 6= 0 on the dis


jsj � r and su
h that 1 �

1

2[K:Q℄

< � + Re(s) < 1 for all jsj � r. We

know by Theorem 5.1 that the set A

�

is unbounded sin
e

lim inf

T�!1

vol(A

�

\ (0; T ))

T

> 0:

2

For general Artin L-fun
tions L(s; �;K=k) with normal extension K=k,

Galois group G(K=k) and k 6= Q we do not get a joint "universality"

theorem for linearly independent 
hara
ters like Theorem 5.1. For ex-

ample let k be a quadrati
 number �eld with 
lass number divisible

by a prime p > 2 and H

k

its Hilbert 
lass �eld. Then the irredu
ible


hara
ters of G(H

k

=k) are all of degree one and also Abelian. We may

get L(s; �;H

k

=k) = L(s; �;H

k

=k) [3, p.122/123℄.

Theorem 6.3. Let K=k be an arbitrary normal extension with Galois

group G(K=k) and � an arbitrary 
hara
ter on G(K=k). Let L with

K � L be a normal extension of Q and set � := [L : Q ℄. r with

0 < r <

1

4�

is �xed. Let f(s) be any fun
tion, whi
h is holomorphi
 on

jsj < r, 
ontinuous for jsj � r and f(s) 6= 0 for jsj � r. Then we get

a set A

�

� R su
h that

lim inf

T�!1

vol(A

�

\ (0; T ))

T

> 0

and

8

t2A

�

8

jsj�r

: jL(s+ 1�

1

4�

+ it; �;K=k)� f(s)j < �

for the Artin L-fun
tion L(s; �;K=k).

Proof: Sin
e L=Q is a normal extension, the same holds for L=k. There-

fore we may use Theorem 2.4 (2). We get L(s; �;K=k) = L(s; �; L=k).

The group G(L=k) is a subgroup of G(L=Q). Be
ause of Theorem 2.4

(3) we get L(s; �; L=k) = L(s; �

�

; L=Q ). Sin
e �

�

is a 
hara
ter of

G(L=Q), we have �

�

=

n

P

j=1

m

j

�

j

, where the �

j

, j = 1; : : : ; n, are the

irredu
ible 
hara
ters of G(L=Q ), m

j

2 Z

�0

and one m

j

� 1. Let this

be m

1

, i.e. m

1

� 1. We may apply Theorem 5.1 to L(s;m

j

�

j

; L=Q) for
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those m

j

with m

j

6= 0. Set f

1

(s) := f(s) and f

j

(s) := 1 for 2 � j � n.

A

ording to Theorem 2.4 (4) we get

L(s; �;K=k) =

n

Y

j=1

m

j

6=0

L(s;m

j

�

j

; L=Q):

Therefore the last theorem is a 
onsequen
e of Theorem 5.1 applied to

the Artin L-fun
tions L(s;m

j

�

j

; L=Q ) with m

j

6= 0. 2

2. Zeros of Zeta-Fun
tions

Davenport and Heilbronn [8℄ showed that the �-fun
tion of an ideal


lass of a 
omplex quadrati
 number �eld has in�nitely many zeros in

the region Re(s) > 1, provided that this number �eld has 
lass number

greater than 1. Voronin proved that these �-fun
tions have in�nitely

many zeros in the strip 1=2 < Re(s) < 1 [14, p.283℄. We generalize this

result to arbitrary partial �-fun
tions atta
hed to any 
lass group of an

arbitrary number �eld, provided that this 
lass group has 
ardinality

greater than 1.

Suppose that G := I

(f)

=H

f

is a 
lass group of an arbitrary number �eld

k in the sense of 
lass �eld theory ([13, I; p.4℄ or [12, p.63℄). I

(f)

is

the group of fra
tional ideals of O

k

prime to f. H

f

� I

(f)

is a subgroup

with 
ondu
tor f 
ontaining the ray of prin
ipal ideals

S

f

:= f�O

k

j � 2 k and � � 1 mod

�

fg.

We remember the de�nition of the zeta-fun
tion of an ideal 
lassA 2 G

[12, p.100℄:

�(s;A) :=

X

a2A

a�O

k

1

N(a)

s

; where Re(s) > 1:

This fun
tion may be 
ontinued to the entire 
omplex plane C and has

a simple pole at s = 1. We get for He
ke L-fun
tions with the Abelian


hara
ter � of G [12, p.87℄

L(s; �) =

X

A2G

�(A)�(s;A);

where �(A) := �(a) for some a 2 A. We may extend the sum de�ning

the He
ke L-fun
tion to a sum over all ideals prime to the 
ondu
tor

of � and, like in the de�nition of Artin L-series, to all ideals. However

sin
e we wish to use the formula �(s;A) =

1

#G

P

�2G

�

�(a)L(s; �) with
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a 2 A, we must presuppose that the integral ideals in the 
lasses A are

prime to f.

Theorem 6.4. Suppose that k is a number �eld, O

k

its ring of inte-

gers. Let H

f

be an ideal group with 
ondu
tor f, and I

(f)

the group of

fra
tional ideals of O

k

prime to f. If I

(f)

=H

f


ontains more than one

ideal 
lass, then the partial �-fun
tion �(s;A) over any of those 
lasses

A 2 I

(f)

=H

f

has in�nitely many zeros in the strip 1=2 < Re(s) < 1.

If T > 0 is suÆ
iently large, then there is a number 
 > 0 su
h that

there are at least 
T zeros of �(s;A) in the region with 1=2 < Re(s) < 1

and jIm(s)j < T .

Proof: From 
lass �eld theory we know that there is a unique Abelian

extension L of k with Galois group G(L=k) and a unique isomorphism

I

(f)

=H

f

�! G(L=k), 
alled the Artin-Isomorphism. Using this iso-

morphism Artin proved that every Abelian Artin L-series is a He
ke

L-series and vi
e versa [3, p.131, p.171℄.

So we may pro
eed by proving our theorem on those Artin L-series

atta
hed to G(L=k). There is a unique normal extension K=Q with

L � K. Every irredu
ible 
hara
ter � of G(L=k) may be regarded as

a 
hara
ter of G(K=k) by applying the restri
tion map

� 2 G(K=k) 7! �

jL

2 G(L=k), i.e. � 2 G(K=k) 7! �(�

jL

) 2 C .

A

ording to Theorem 2.4 (2) we know that L(s; �;K=k) = L(s; �; L=k).

Further G(K=k) � G(K=Q) is a subgroup of G(K=Q). On
e again be-


ause of Theorem 2.4 (3) we �nd L(s; �;K=k) = L(s; �

�

; K=Q). The

group of all di�erent 
hara
ters of I

(f)

=H

f

are linearly independent, as

well as the 
hara
ters of G(L=k). The same does not ne
essarily apply

to the indu
ed 
hara
ters �

�

of the group G(K=Q). However we may

prove that the dimension of the subspa
e spanned by these indu
ed


hara
ters is larger than 1:

Suppose that � 6= 1 is an irredu
ible 
hara
ter of G(L=k), that is an ir-

redu
ible 
hara
ter of G(K=k) if we apply the restri
tion map. Be
ause

of Theorem 2.2 we know that

�

�

�

; 1

�

G(K=Q)

=

�

�; 1

jG(K=k)

�

G(K=k)

=

�

�; 1

�

G(K=k)

= 0. The last equation is obvious sin
e � 6= 1 are both

irredu
ible 
hara
ters of G(K=k) (they both have degree 1). If we de-

note the irredu
ible 
hara
ters of G(K=Q) by �

1

:= 1; �

2

; : : : ; �

h

, then

for every nontrivial 
hara
ter of G(L=k) we have �

�

=

h

P

j=2

m

j

�

j

with

m

j

2 Z

�0

. For the indu
ed 
hara
ter 1

�

of the trivial 
hara
ter
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1 2 G

�

(L=k) we get

�

1

�

; 1

�

G(K=Q)

=

�

1; 1

jG(K=k)

�

G(K=k)

=

�

1; 1

�

G(K=k)

=

1. Therefore we have 1

�

= �

1

+

h

P

j=2

n

j

�

j

with n

j

2 Z

�0

.

So we get

L(s; 1) = L(s; 1

�

; K=Q) = L(s; �

1

; K=Q)

h

Y

j=2

L(s; �

j

; K=Q)

n

j

and for the non-trivial Abelian 
hara
ters

L(s; �) =

h

Y

j=2

L(s; �

j

; K=Q)

m

j

:

Sin
e the irredu
ible 
hara
ters �

j

are linearly independent, we may

apply Theorem 5.1 and Remark 5.1 to L(s; �

1

; K=Q) and L(s; �

j

; K=Q)

with 2 � j � h. Set � := #G(K=Q). We may therefore �nd for every

�

1

> 0 a set A

�

1

su
h that for every t 2 A

�

1

and for �xed r <

1

4�

we get jL(s + it + 1 �

1

4�

; �

j

; K=Q) � 1j < �

1

for all 2 � j � h and

jL(s+ it+ 1�

1

4�

; �

1

; K=Q) �

�

s�

P

� 6=1

�(a)

�

j < �

1

, if jsj � r. We have

s �

P

� 6=1

�(a) 6= 0 for jsj < 1=2 sin
e

P

� 6=1

�(a) = �1, if a is not in the

prin
ipal 
lass of I

(f)

=H

f

and

P

� 6=1

�(a) � 1 if a 2 H

f

[12, p.86℄.

This gives jL(s+ it + 1�

1

4�

; 1)�

�

s�

P

� 6=1

�(a)

�

j < � and for � 6= 1

jL(s+ it+ 1�

1

4�

; �)� 1j < � for all jsj � r and all t 2 A

�

in some set

A

�

.

Take some integral ideal a from the 
lass A. We have �(s;A) =

1

#G

P

�2G

�

�(a)L(s; �). Therefore j�(s + it + 1 �

1

4�

;A) �

s

#G

j < � for

all jsj � r and all t 2 A

�

as a result of the pre
eeding.

Suppose that � <

r

#G

. Then

j�(s+ it + 1�

1

4�

;A)�

s

#G

j < j

s

#G

j

on the 
ir
le jsj = r. Inside the dis
 jsj < r there is exa
tly one zero

of the fun
tion s 7! s. A

ording to Theorem 2.10 we obtain the same

number of zeros for the fun
tion �(s+ it+1�

1

4�

;A) in the dis
 jsj < r
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and every �xed t 2 A

�

. Noting that 
 := lim inf

T�!1

vol(A

�

\(0;T ))

T

> 0 we

have 
ompleted the proof. 2

Suppose that a number �eld k has 
lass number greater than 1. Its sig-

nature is r

1

; r

2

and its degree N := [k : Q ℄. Denote its dis
riminant by

D

k

and its di�erent byD

k

. Set Z(s;A) :=

q

D

k

4

r

2

�

N

s

�(

s

2

)

r

1

�(s)

r

2

�(s;A),

where A is an arbitrary 
lass of the 
lass group of O

k

. Denote by

A

0

the 
lass with the property AA

0

= D

k

in the 
lass group. The

fun
tion Z(s;A) has the following well known fun
tional equation:

Z(s;A) = Z(1 � s;A

0

) [16, p.254℄. Be
ause of the pre
eeding theo-

rem this �-fun
tion has zeros in the strip

1

2

< Re(s) < 1.

3. Dedekind Zeta-Fun
tions and He
ke L-Fun
tions

Theorem 6.5. Let K

1

; : : : ; K

r

be �nite normal extensions of Q with

K

i

\K

j

= Q for i 6= j .

If for a 
ontinuous fun
tion f(x

1

; : : : ; x

r

) the equation

8

s2Cnf0g

f(�

K

1

(s); : : : ; �

K

r

(s)) = 0

holds, then

f � 0:

Proof: We have a

ording to Corollary 2.1

�

K

(s) = �(s)

Y

� 6=1

L(s; �)

�(1)

;

where the produ
t is taken over all non-trivial irredu
ible 
hara
ters of

the Galois group of the normal extension K=Q .

These 
hara
ters � and the 
hara
ter 1 = id

G(K=Q)

are a basis of the


lass fun
tions on the group G := G(K=Q).

Let K be the smallest �eld that 
ontains all K

1

; : : : ; K

r

. K is a �-

nite normal extension of Q . The 
orresponding irredu
ible 
hara
-

ters of G(K

j

=Q ) may be regarded as 
hara
ters of G(K=Q) by us-

ing the restri
tion maps � 2 G(K=Q) 7! �

jK

j

2 G(K

j

=Q). Sin
e

G(K=Q)

�

=

Q

r

j

G(K

j

=Q ) is a dire
t produ
t, they are linearly indepen-

dent. Let a 2 C

r

be any point for whi
h f(a

1

; : : : ; a

r

) 6= 0, then there

is an open subset U � C

r


ontaining a, on whi
h f(x

1

; : : : ; x

r

) 6= 0

for all x 2 U . Therefore we may suppose that a

j

6= 0. A

ording

to Theorem 5.1 we �nd for every � > 0 a value s 2 C , su
h that
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r

max

j=1

j�

K

j

(s)�a

j

j < �, that is (�

K

1

(s); : : : ; �

K

r

(s)) 2 U for small �. This


ompletes the proof. 2

In general we 
annot prove that for di�erent Galois extensions K

j

of Q

the 
orresponding Dedekind-�-fun
tions are algebrai
ally independent.

For example let K := Q(�) be the �eld, where � is a primitive 8th root

of unity. This extension has 3 di�erent subextensions K

j

of degree 2

over Q . We �nd the algebrai
 relation �

K

�

2

Q

= �

K

1

�

K

2

�

K

3

.

More generally as �

K

(s) = �(s)

Q

� 6=1

L(s; �)

�(1)

for every normal �eld

it is 
lear that if G

K

:= G(K=Q) has more normal subgroups than 
on-

juga
y 
lasses, then there is a non-trivial algebrai
 relation between

the 
orresponding �-fun
tions.

Further algebrai
 relations are dis
ussed in the arti
le of Ri
hard Brauer

[6℄.

Theorem 6.6. Suppose that we have �nite normal extensions K

j

=Q ,

j = 1; : : : ; n and the 
orresponding Dedekind Zeta-fun
tions �

K

j

do not

satisfy any non-trivial algebrai
 relation.

Then for every 
ontinuous fun
tion f(x

1

; : : : ; x

n

) on C

n

the relation

f(�

K

1

; : : : ; �

K

n

) � 0 implies f � 0.

Proof: To prove this, let K be the minimal sub�eld of C 
ontaining

all K

1

; : : : ; K

n

. This �eld K is a normal extension of Q . We may

regard all the 
hara
ters as 
hara
ters of G := G(K=Q) by using the

restri
tion map � 2 G(K=Q) 7! �

jK

j

2 G(K

j

=Q ). The kernel of this

homomorphism is a normal subgroup N

j

�G. Then for the �-fun
tions

we have �

K

j

(s) = �(s)

Q

� 6=1

L(s; �)

�(1)

, where the produ
t is taken over

all 
hara
ters � with �(x) = �(1) for all x 2 N

j

. (Theorem 2.4 (2) and

Corollary 2.1.)

A

ording to Theorem 5.1 we 
an approximate all values y

1

6= 0; y

�

6= 0

simultaneously by �(s) and L(s; �) for � 6= 1 by taking a suitable

s 2 C n f1g.

To prove the theorem it has to be shown that the same holds for the

X

K

j

:= y

1

Q

� 6=1;K

j

y

�

(the index K

j

indi
ates that the produ
t is taken

over the 
hara
ters � with �(x) = �(1) for all x 2 N

j

): i.e., every set of

non-zero valuesX

K

j

; j = 1; : : : ; n 
an be simultaneously approximated.

Taking the logarithms logX

K

j

= log y

1

+

P

� 6=1;K

j

log y

�

(ea
h sum is

taken over all � with �(x) = �(1) for all x 2 N

j

) we get n linear equa-

tions in the variables log y

1

; log y

�

for � 6= 1. The variables X

j


an be

simultaneously approximated if the right sides of these equations are
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linearly independent.

However if these equations were not linearly independent, then there

would be a relation 0 =

n

P

j=1

m

j

�

log y

1

+

P

�;K

j

log y

�

�

with inte-

gers m

j

6= 0 for some j. This would result in an algebrai
 relation

Q

n

j=1

�

m

j

K

j

(s) = 1 between the �

K

j

(s). 2

Theorem 6.7. Let K be a number �eld, �

K

the 
orresponding Dedekind-

�-fun
tion. Let f(x

1

; : : : ; x

m

) be a 
ontinuous fun
tion, then the dif-

ferential equation f(�

K

; �

0

K

; : : : ; �

(m)

K

) � 0 implies f � 0.

Proof: Denote by H

K

the Hilbert 
lass �eld of K. Denote the prin
ipal


hara
ter on G(H

K

=K) by 1. Then �

K

(s) = L(s; 1; H

K

=K) be
ause of

Theorem 2.4. Denote by L the normal extension of H

K

over Q . We

know L(s; 1; H

K

=K) = L(s; 1; L=K) = L(s; 1

�

; L=Q) as a 
onsequen
e

of Theorem 2.4. We have 1

�

=

P

�

n

�

�, where the �'s are the irredu
ible


hara
ters of G(L=Q ), n

�

2 Z

�0

and at least one n

�

� 1. Denote this


hara
ter by �

0

and set n

0

:= n

�

0

. We get

�

K

(s) =

Y

n

�

6=0

L(s; n

�

�; L=Q):

If f 6� 0, then there is an open set U su
h that f(a) 6= 0 for all a 2 U .

We may suppose that a

0

6= 0, sin
e the set is open, and that all points

b with jb

j

� a

j

j < � are also in U . Set P (s) := a

0

+ a

1

s + : : : +

a

m

m!

s

m

.

We may suppose that P (s) 6= 0 on a dis
 jsj � r for some small r sin
e

a

0

6= 0. Set � := 1�

1

4[L:Q℄

. A

ording to Theorem 5.1 we may �nd for

every �

1

> 0 numbers t 2 R, su
h that jL(s+�+ it; n

�

�; L=Q )�1j < �

1

and jL(s+ � + it; n

0

�

0

; L=Q) � P (s)j < �

1

. Therefore for every �

2

> 0

we �nd values t 2 R su
h that j�

K

(s+ � + it)� P (s)j < �

2

. For �

2

> 0

suÆ
iently small we thus get j�

(j)

K

(�+ it)� a

j

j < � as a 
onsequen
e of

Theorem 2.13 for j = 0; : : : ; m. Therefore f(�

K

(s

0

); : : : ; �

(m)

K

(s

0

)) 6= 0

for this point s

0

:= � + it. 2

This theorem was already proved by Rei
h [26℄ by di�erent means. We

may prove the analogous statement for arbitrary He
ke L-fun
tions.

The only di�eren
e in the proof is, that we repla
e the trivial ray


hara
ter 1 by an arbitrary ray 
hara
ter � of a general 
lass group

I

(f)

=H

f

and the Hilbert 
lass �eld H

K

is repla
ed by the 
lass �eld

atta
hed to this 
lass group I

(f)

=H

f

[13, I,p.9℄:
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Theorem 6.8. Let K be a number �eld, I

(f)

=H

f

a general 
lass group

in the sense of 
lass �eld theory [13℄ and � an Abelian 
hara
ter on

this group. Denote by L(s; �) the 
orresponding He
ke L-fun
tion. If

f(x

1

; : : : ; x

m

) is any 
ontinuous fun
tion, then the di�erential equation

f(L(s; �); L

0

(s; �); : : : ; L

(m)

(s; �)) � 0 implies f � 0.

Theorem 6.9. Let L(s; �) be a He
ke L-fun
tion of a number �eld K

atta
hed to ray 
lass 
hara
ter �. Suppose that the equation

N

X

k=0

s

k

F

k

(L(s; �); L

0

(s; �); : : : ; L

(m)

(s; �)) = 0

holds for all s 2 C and �xed 
ontinuous fun
tions F

k

: C

m+1

! C .

Then we get F

k

� 0 for k = 0; : : : ; N .

Proof: Denote by K

�

the 
lass �eld atta
hed to the 
hara
ter �

[7, p.219℄.

�

This is the 
lass �eld of the ideal group

H

�

:= fa j �(a) = 1g [12, p.88℄.

�

Then we have L(s; �;K

�

=K) =

L(s; �). The 
hara
ter � may be regarded as a 
hara
ter of G(K

�

=K)

by using the Artin-Isomorphism. Denote the normal extension of Q ,

whi
h 
ontains K

�

, by L. Then be
ause of Theorem 2.4

L(s; �;K

�

=K) = L(s; �; L=K) = L(s; �

�

; L=Q):

We have �

�

=

P

�

n

�

�, where the �'s are the irredu
ible 
hara
ters of

G(L=Q), n

�

2 Z

�0

and at least one n

�

6= 0. Let this be n

�

0

with the


hara
ter �

0

. Set n

0

:= n

�

0

. Then

L(s; �) = L(s; �

�

; L=Q ) =

Y

n

�

6=0

L(s; n

�

�;K=Q):

Suppose that F

N

6� 0. We get an open set U su
h that jF (a)j > 


for some positive 
onstant 
 > 0 and all a 2 U . Sin
e this set is

open we may even suppose that the �rst 
oordinate of points in U

satisfy a

0

6= 0. Further we may suppose that U is 
ontained in a


ompa
t set. Set P (s) := a

0

+ a

1

s + : : : +

a

m

m!

s

m

. We may suppose

that P (s) 6= 0 for all jsj � r for some small r > 0 sin
e a

0

6= 0. Set

� := 1 �

1

4[L:Q℄

. A

ording to Theorem 5.1 we �nd for every �

1

> 0 a

set A

�

1

with lim inf

T�!1

vol(A

�

1

\(0;T ))

T

> 0, su
h that for all t 2 A

�

1

we have

jL(s+�+it; n

0

�

0

; L=Q )�P (s)j < �

1

and jL(s+�+it; n

�

�; L=Q)�1j < �

1

for all jsj � r. Then jL(s + � + it; �) � P (s)j < �

2

for some set

A

�

1

, if we 
hoose �

1

suÆ
iently small, and be
ause of Theorem 2.13

jL

(j)

(� + it; �)� a

j

j < � for j = 0; : : : ; m.
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Thus we have jF

N

(L(�+ it; �); : : : ; L

(m)

(�+ it; �))j > 
 for small � > 0

and for all t 2 A

�

1

. Then


 < jF

N

(L(� + it; �); : : : ; L

(m)

(� + it; �))j

= j

N�1

X

k=0

(� + it)

k�N

F

k

(L(� + it; �); : : : ; L

(m)

(� + it; �))j:

Sin
e (L(� + it; �); : : : ; L

(m)

(� + it; �)) 2 U is 
ontained in a 
ompa
t

set, the values of the fun
tions F

k

are bounded on the set U . However

the set A

�

1

is unbounded and we get an in�nite sequen
e of values

t

l

2 A

�

1

with t

l

! 1. Taking the limit, we get 0 < 
 � 0 as a


ontradi
tion.

2
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Symbols

Z rational integers

Z

�0

rational integers � 0

x 2 
 mod Z page 15

jx� x

0

mod Zj < � page 15

Q rational numbers

P rational primes

R real numbers

R

+

real numbers > 0

R

P

fun
tions � : P ! R

� 2 R

P

(�

p

)

p2P

[�℄ greatest integer su
h that [�℄ � �

f�g f�g := �� [�℄

C 
omplex numbers

#M 
ardinality of a �nite set M

Y




the 
omplement of a set Y � M

M n Y fx 2M j x 62 Y g

(a; b℄ a; b 2 R, interval a < x � b

k;K algebrai
 number �elds

O

k

ring of integers of the number �eld k

H

k

Hilbert 
lass �eld of k

K

�

ray 
lass �eld of the ray 
hara
ter � [7, p.219℄

G(K=k) Galois group of K=k

[K : k℄ degree of K relative to k

Tra
e(�) tra
e of the algebrai
 number �

N(�) norm of the algebrai
 number �

N(a) norm of the ideal a

I

(f)

group of fra
tional ideals prime to f

S

f

ray mod f

H

f

ideal group with 
ondu
tor f

(P; K=k) Frobenius Automorphism

�

p

Frobenius Automorphism

�

�

indu
ed 
hara
ter of �

f

jU

map f restri
ted to U
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(�;  ) s
alar produ
t of the 
lass fun
tions �;  

f = O(g) Landau symbol

Re(z) real part of z 2 C

Im(z) imaginary part of z 2 C

vol(M) Lesbegue-measure of a set

H Hilbert spa
e

hx; yi s
alar produ
t of x; y 2 H

kxk norm of a ve
tor

kxk for a s
alar produ
t: kxk =

p

hx; xi

kLk = sup

kxk=1

kL(x)k for 
ontinuous linear operator L

L(s; �;K=k) Artin L-fun
tion of the non-Abelian 
hara
ter �

�

k

(s) Dedekind Zeta-fun
tion of the number �eld k

L(s; �) He
ke L-fun
tion for ray 
hara
ters � or

L(s; �) = L(s; �;K=Q) for non-Abelian 
hara
ter � of G(K=Q)

L

M

(s; �; �) �nite Euler-produ
t, Def. 6, p.17

GL

k

(C ) general linear group of k � k matri
es

det(A) determinant of a matrix A

E unit matrix

U �G U is a normal subgroup of G

L

2

(a; b) spa
e of square integrable fun
tions with support in (a; b)

Res

s=s

0

f(s) residue of the fun
tion f at s = s

0

v

p

(d) p-valuation of d for p 2 P
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